Simulation of arthropod abundance from plant composition
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Abstract
The relationship between arthropod abundance and plant composition is extremely complex. It is very hard to develop a mechanistic model to describe the relationship. This study aimed to simulate arthropod abundance from plant composition on grassland using an artificial neural network developed by the author, and to compare simulation performances between the neural network and conventional models.

The results revealed that there were complex interactions between plants and arthropods, and the arthropod abundance on grassland was significantly determined by plant families and their cover-degrees rather than plant species and their cover-degrees.

Neural network exhibited a better simulation performance than multivariate regression and response surface model. Cross validation indicated that prediction performance of neural network was also superior to these models. It was concluded that neural network is an effective tool to model arthropod abundance from plant composition on grassland.

A moderate dimensionality for input space may be determined to produce a reasonably trained neural network. Such procedures for dimensionality reduction as PCE, etc., were suggested being used in the data treatment in neural network modeling. A high dimensionality for input space and a few samples in the input set would result in the deficient learning of neural network. Randomization procedure for sample submission would help to eliminate the sequence correlation but may result in a worse performance in simulation and prediction. It was suggested that randomization procedure could be used to the sample submission for these situations with a lot of samples and a lower dimensionality.
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1 Introduction
According to a statistic report, arthropods account for 90% of global species (Pimental et al., 1992). On a temperate grassland, arthropods hold a huge biomass (1,000 kg/ha), seconded to plant (20,000 kg/ha) and microorganisms (7,000 kg/ha) but much higher than mammals (1.2 kg/ha), birds (0.3 kg/ha), and nemantodes (120 kg/ha) (Pimental et al., 1992; Chen and Ma, 2001). Arthropods govern the structures and functions of natural ecosystems, but are always ignored by researchers (Wilson, 1987).

A large number of studies have been dedicated to the relationship between arthropod diversity and plant composition. It has been reported that weeds influence insect diversity in a crop-weed-insect system (Altieri
and Letourmeau, 1984; Altieri, 1994, 1995). Community with more complex plant species composition will contain more diverse insects (Szentirzalyi and Kozar, 1991; Sheng et al., 1997). Some forest studies disclosed that the relationship between plant community and insect community is significant (Dong et al., 2005; Jia et al., 2006). However, there is a positive correlation between plant community and predatory and parasitic insect community, and a negative correlation between plant community and defoliator insect community (Dong et al., 2005). Dominant arthropod population on farmland is negatively regulated by vegetational diversity, but a positive regulation would occur in some cases (Andow, 1991). Many facts revealed that significant but complex relationships exist between arthropods and plant composition. Mechanisms to yield these relationships could not be clearly explained (Schultz and Wieland, 1997). They are generally nonlinear relationships (Pastor-Barcenas et al., 2005).

Artificial neural networks (ANNs) are universal function approximators for nonlinear relationships (Acharya et al., 2006; Bianconi et al., 2010; Nour et al., 2006; Zhang and Barrion, 2006; Zhang et al., 2007). ANNs could offer the advantages of simplified and more automated model synthesis and analytical input-output models (Abdel-Aal, 2004; Tan et al., 2006). They are considered to be more effective in time series prediction than previous procedures based on dynamical system theory (Ballester et al., 2002). A large number of studies were reported concerning applications of ANNs. For instance, the forecast of short and middle long-term concentration levels (Viotti et al., 2002), subsurface modeling (Almasri and Kaluarachchi, 2005), modeling hourly temperature with the alternative abductive networks (Abdel-Aal, 2004), neural network modeling of sediment transfer (Abrahart and White, 2001), and subsurface drain outflow and nitrate-nitrogen concentration in tile effluent and surface ozone (Sharma et al., 2003; Pastor-Barcenas, et al., 2005), estimation of endoparasitic load using morphological descriptors (Loot et al., 2002), etc. Most recent applications of ANNs were the use of a feed-forward multilayer perceptron neural network model to predict flow and phosphorus concentration (Nour et al., 2006), the uses of BP ANN to describe nitrogen dioxide dispersion (Nagendra and Khare, 2006), and for reservoir eutrophication prediction (Kuo et al., 2007).

In recent years empirical models regained popularity due to the complexity and nonlinearity of ecosystems (Tan et al., 2006). Various conventional models, mostly empirical models, have been used to compare simulation performances between ANNs and these models. Five models, i.e., linear models (LMs), generalized additive models (GAMs), classification and regression trees (CARTs), multivariate adaptive regression splines (MARS), and ANNs, were compared with each other, and it was found that ANNs were superior to LMs, GAMs, and CART (Moisen and Frescino, 2002). ANNs were proved to outperform other models like multiple regression in predicting the number of salmonids (McKenna, 2005). ANNs can provide a feasible alternative to more classical spatial statistical techniques (Pearson et al., 2002). In addition to the above applications, ANNs have been widely used in many other areas, such as pattern classifications of various ecosystems (Cereghino et al., 2001; Zhang and Qi, 2002; Marchant and Onyango, 2003; Filippi and Jensen, 2006).

In the research areas of arthropods and plant communities, ANNs are occasionally used to make simulation and prediction. They were used to explain the observed structure of functional feeding groups of aquatic macro-invertebrates (Jørgensen et al., 2002); Self-Organizing Map ANN was used to determine pest species assemblages for global regions (Worner and Gevrey, 2006); BP and RBF ANNs were used to simulate and predict species richness of rice arthropods (Zhang and Barrion, 2006). ANNs were proved to outperform some conventional models like logistic regression and multiple discriminant model in predicting community composition (Olden et al., 2006). Up till now, there are not researches for modeling arthropod abundance from plant composition on grassland.

The objectives of this study were to find the relationship between arthropod abundance and plant composition on grassland, to develop neural network for modeling this relationship, and to compare simulation
performances between neural network and conventional models.

2 Material and Methods

2.1 Field sampling

Plant composition and arthropod abundance were recorded on the natural grassland with an area ~1 ha, Zhuhai, China (Fig. 1). In total 50 samples, each with an equal size of 1×1 m, were investigated on the grassland. Plant species and their cover-degrees were recorded and measured, and individuals of various arthropods were collected and counted for each sample.

![Fig. 1](image) The natural grassland for field sampling, Zhuhai, China (Photo courtesy QQ Lin).

2.2 Neural network

A three-layer neural network was developed for modeling arthropod abundance from plant composition (Fig. 2; Zhang, 2010). Thirty neurons were used in both the first and second layers. Bias was used to all of the layers. Transfer functions for layers 1–3 were hyperbolic tangent sigmoid transfer function (tansig), logarithmic sigmoid transfer function (logsig), and linear transfer function (purelin), respectively. Weights and bias for each layer were initiated by Nguyen-Widrow algorithm (Hagan et al., 1996; Mathworks, 2002; Fecit, 2003). Network initialization was made with a function that initializes each layer according to its own initialization function (initlay). Network was trained by Levenberg-Marquardt backpropagation algorithm (trainlm). Desired performance function was mean squared error performance function (mse). Both the first and second layers received the same inputs from sample space and yielded outputs for the third layer. The third layer learned from the input space. For each layer the net input functions (netsum) calculated the layer’s net input by combining its weighted inputs and biases.

The neural network designed above is a nonlinear mapping from input space to output space, i.e., $F: \mathbb{R}^p \rightarrow \mathbb{R}^m$, and $f(x)=Y$. For the input set, $x_i \in \mathbb{R}^p$, and output set, $y_i \in \mathbb{R}^m$, there is a mapping $g$ satisfying $g(x_i)=y_i$, $i=1,2,\ldots,n$. A mapping $f \in \mathcal{F}(\mathbb{R}^p \rightarrow \mathbb{R}^m)$, which is the optimal approximation onto $g$, is obtained by training the neural network. The resulted network is a nonlinear function and will approximate $g(x)$ in such a way:

$$|f(x)-g(x)| < \varepsilon, \quad x \in \mathbb{R}^p,$$

where $x=(x_1, x_2,\ldots,x_p)$, and $\varepsilon>0$ is a given constant.

In present study, $m=1$, $p$ was the number of indices for plant composition, $x_i$ was the vector of plant composition for sample $i$, and $y_i$ was the arthropod abundance for sample $i$, $i=1,2,\ldots,n$. 
The neural network was developed by using Matlab (Mathworks, 2002) in present research.

2.3 Other methods

2.3.1 Multivariate model

The multivariate regression (He, 2001; Mathworks, 2002) was used for modeling arthropod abundance from plant composition:

\[ f(x) = a + b^T x, \]  

(2)

where \( f(x) \): arthropod abundance (individuals per sample); \( a \): constant; \( b = (b_1, b_2, \ldots, b_p)^T \): parametric vector; \( x = (x_1, x_2, \ldots, x_p)^T \): the vector of plant composition (\( p \) plant taxa, e.g., species, families, etc.).

2.3.2 Response surface model (RSM)

The response surface model (He, 2001; Mathworks, 2002) was also used in present modeling:

\[ f(x) = a + b^T x + x^T c x, \]  

(3)

where \( f(x) \): arthropod abundance (individuals per sample); \( x = (x_1, x_2, \ldots, x_p)^T \): the vector of plant composition; \( b = (b_1, b_2, \ldots, b_p)^T \), \( c = (c_1, c_2, \ldots, c_p)^T \): parametric vectors; \( a \): constant.

2.3.3 Principal Components Extraction (PCE)

PCE is often used in data reduction to identify a small number of factors that explain most of the variance that is observed in a much larger number of manifest variables (SPSS, 2006). In present study it was used to reduce the dimensionality of input space and generate independent principal components from a larger number of plant taxa without significant lose of variance information.

2.3.4 Data description
(1) Plant family data. In the modeling of arthropod abundance from plant family data, in total of 17 plant families (17-dimensional input space, $R^{17}$), 50 samples ($n=50$) were used to train neural network or to build multivariate regression. The output space is a one-dimensional space (arthropod abundance).

(2) PCE based data. PCE procedure from plant family data yielded $p$ principal components. The seventeen-dimensional input space was thus transformed into a $p$-dimensional input space ($R^p$). Fifty samples in the $p$-dimensional input space were used to train neural network, or to build multivariate regression and response surface model. The output space is a one-dimensional space, i.e., real domain $R$ (arthropod abundance).

(3) Cross validation. Each sample was separately removed from the input set of 50 samples, and the remaining samples were used to train model and to predict the removed samples using the trained model. Comparisons between the predicted and observed arthropod abundances were made and Pearson correlation coefficient ($r$) and statistic significance were calculated to validate models.

(4) Samples were submitted to neural network in two ways, i.e., their natural IDs, and randomized sequences of samples.

3 Results

3.1 Taxonomic composition of plants and arthropods
Totally 17 families were found on the grassland, among which Gramineae (64.82%), Compositae (22.06%), and Leguminosae (9.31%) were the dominant plant families. Other plant families, such as Malvaceae, etc., held only 3.81% of total cover-degree.

Most of the arthropods recorded were insects, belonging to the orders Homoptera (37.99%), Diptera (21.06%), Orthoptera (14.37%), Hymenoptera (7.68%), Coleoptera (5.71%), Dermaptera (3.94%), Hemiptera (2.95%), Lepidoptera (2.17%), Isoptera (1.18%), and Odonata, Blattaria, Mantodea (<1%), etc. Other arthropods, such as spiders (2.17%), etc., were also recorded.

Using the algorithm for biological interaction network (Zhang, 2007), an interaction network for plant families-arthropods was obtained, as indicated in Fig. 3. There are a lot of direct or indirect interactions between plants and arthropods in the network as follows: (Oxalidaceae, Araneida), (Leguminosae, Diptera), (Leguminosae, Araneida), (Gramineae, Hemiptera), (Gramineae, Diptera), (Gramineae, Coleoptera), (Gramineae, Odonata), (Apocynaceae, Lepidoptera), (Malvaceae, Diptera), (Compositae, Hemiptera), (Compositae, Diptera), (Onagraceae, Diptera), (Connaraceae, Araneida), (Cyperaceae, Araneida), (Cyperaceae, Araneida).
Coleoptera), (Cyperaceae, Isoptera), (Lycopodiaceae, Orthoptera), (Convolvulaceae, Diptera), (Commelinaceae, Coleoptera), (Commelinaceae, Araneida). The results for the interaction network indicated that many of the plant-arthropod interactions on grassland were positive interactions, except for the negative interactions (Leguminosae, Araneida), (Gramineae, Hemiptera), (Gramineae, Diptera), and (Compositae, Orthoptera). Theoretically, it will be possible to model arthropod abundance from plant family composition.

3.2 Modeling arthropod abundance
Multivariate regression fitted with plant species data (50 samples, 48 plant species) revealed that arthropod abundance could not be reasonably described by plant species and their cover-degrees ($r=0.1995$, $p=0.05$). However, the multivariate regression fitted with plant family data (50 samples, 17 plant families) demonstrated that arthropod abundance was significantly determined of plant families and their cover-degrees ($r=0.4182$, $p<0.005$; Fig. 4). Neural network performed better than multivariate regression in the simulation of arthropod abundance based on the plant family data, as illustrated in Fig. 4.

The $p$ ($p=2,3,4,5,6$) principal components were yielded from plant family data using PCE procedure. Fifty samples in the $p$-dimensional input space were used to train neural network by 10,000 epochs.

![Fig. 4 Simulation performances of neural network and multivariate regression. Family data (50 samples, 17 plant families) were used to train models. Samples were submitted to neural network in their natural IDs.](image)

### Table 1
Comparisons between simulated and observed arthropod abundances. Simulation was conducted based on $p$ ($p=2,3,4,5,6$) principal components. Samples were submitted to neural network in their natural IDs.

<table>
<thead>
<tr>
<th></th>
<th>2 PCs</th>
<th>3 PCs</th>
<th>4 PCs</th>
<th>5 PCs</th>
<th>6 PCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated</td>
<td>Simulated=</td>
<td>Simulated=</td>
<td>Simulated=</td>
<td>Simulated=</td>
<td>Simulated=</td>
</tr>
<tr>
<td>6.5152+0.3674*Observed</td>
<td>3.3760+0.6803*Observed</td>
<td>0.7896+0.9240*Observed</td>
<td>2.3718+0.7801*Observed</td>
<td>6.6830+0.3652*Observed</td>
<td></td>
</tr>
<tr>
<td>$r=0.6451$, $p&lt;0.05$</td>
<td>$r=0.8967$, $p&lt;0.05$</td>
<td>$r=0.9743$, $p&lt;0.05$</td>
<td>$r=0.9271$, $p&lt;0.05$</td>
<td>$r=0.6733$, $p&lt;0.05$</td>
<td></td>
</tr>
<tr>
<td>mse=68.7176</td>
<td>mse=25.075</td>
<td>mse=5.9944</td>
<td>mse=17.2497</td>
<td>mse=65.7586</td>
<td></td>
</tr>
</tbody>
</table>
Fig 5  Simulation performances of neural network, multivariate regression, and response surface model. Four principal components extracted from family data (50 samples, 17 plant families) were used to train models. Samples were submitted to neural network in their natural IDs.

Fig. 6  Neural network simulation. Samples were submitted to neural network in randomized sequences. Left: simulation (mean of ten randomizations of sample sequences); right: arthropod abundance, the observed, and simulated 95% confidence interval from ten randomizations of sample sequences.
The results revealed that the simulation based on four principal components exhibited the best goodness. The four principal components better explained about 50% of variation observed in the plant family data.

The simulation performance of neural network from plant family data appeared to be worse than that from PCE-extracted data (Fig. 4), even not better than the performance based on two principal components (2 PCs, Table 1). Simulation performance with four PCs (regression constant=0, regression coefficient=1, \( p<0.05 \), \( \text{mse}=5.9944 \)) is much better than that with plant family data.

From the results above, we suggest that a suitable dimensionality of input space is necessary for producing a soundly trained neural network. For the situations with large number of indices for plant composition, the reduction of indices, for example, by PCE, is suggested in training neural network. A high dimensionality for input space and a few samples in the input set would result in the deficient learning of neural network.

With the data of four principal components, multivariate regression and response surface model were developed. Compared with neural network, response surface model could not sufficiently fit arthropod abundance (Fig. 5). Multivariate regression exhibited the worst performance in all of these models.

Different from the above cases, if samples were submitted to neural network in randomized sequences, the neural network would effectively serve (regression constant=2.688, regression coefficient=0.74, \( p<0.05 \), \( \text{mse}=15.1725 \); Fig. 6), but its performance would be worse than the trained neural network in which the samples were submitted in their natural IDs.

### 3.3 Cross validation of models

The cross validation based on four principal components, in which samples were submitted to neural network in their natural IDs, revealed that neural network exhibited a better robustness in predicting unknown samples (\( r=0.2296, p=0.1 \); Fig. 7), while multivariate regression (\( r=0.0131, p=0.9143>0.05 \)) and response surface model (\( r=0.1096, p=0.4479>0.05 \)) could not effectively predict unknown samples.

![Fig. 7](image.png)  
**Fig. 7** Cross validation of multivariate regression, response surface model, and neural network. Four principal components were used to train models. Samples were submitted to neural network in their natural IDs.
If samples are submitted to neural network in randomized sequences, the neural network will badly function in the cross validation. About half of the observed data fell beyond the 95% confidence interval of the predicted, as illustrated in Fig. 8.

4 Conclusions and discussion

It is concluded from this study that arthropod abundance on grassland is governed from plant families and their cover-degrees (plant composition). Neural network are superior to multivariate regression and response surface model in modeling arthropod abundance from plant composition.

A suitable dimensionality for input space is expected to produce a reasonably trained neural network. Procedures for dimensionality reduction, such as PCE, etc., are suggested being used in the data treatment in neural network modeling. A high dimensionality of input space and a few samples in the input set would result in the deficient learning of neural network.

We used randomization procedure to reduce the sequence correlation in sample submission. It is obvious that sequence correlation has been eliminated, but neural network modeling performance was lowered. Sequential submission of samples would yield a neural network with undetermined information and thus produce unpractical prediction to unknown samples. We suggest that randomization procedure can be used to the sample submission for the situations with a large number of samples and a lower dimensionality of input space.

The neural network used in present study was developed by the authors. For building an ideal neural network, we suggest that the following settings should be considered: (1) The number of layers, neurons, biases, and targets. Excessive layers and neurons in the network will yield an over-learned network. Moderate number of layers and neurons should be determined based on the complexity of a given problem. (2) Transfer functions and training functions. (3) Layer connects, input connects, output connects, bias connects, and target

![Fig. 8 Cross validation of neural network. Left: Prediction (mean of ten randomizations of sample sequences); Right: Arthropod abundance: the observed, and predicted 95% confidence interval from ten randomizations of sample sequences](image-url)
connects. (4) Input delays, input weights, layer weights. (5) Initiate functions, adapt functions, and other settings.

Over-learning always occurs in the neural network modeling. Some ways may be used to reduce over-learning, e.g., limiting the complexity of the neural network, training neural network with noise, using such techniques weight decay, and limiting the training of the network (Ozesmi et al., 2006).

Data quality is also crucial to train a neural network with strong predictive power. Data quality may be improved by a good experimental or sampling design for data acquisition, eliminating data redundancy like the PCE procedure used in present study, and randomization procedure used here, etc. (Kilic et al., 2007).

The explanatory power of neural network in data interpretation is not discussed in present study. This is an important aspect for explore the potential powers of neural networks. Fortunately some methods to explore neural network’s power in data interpretation, like Neural Interpretation Diagram, sensitivity analysis, Garson’s algorithm, inference rule extraction, randomization approach, etc., have been developed for practical uses (Bradshaw et al., 2002; Olden and Jackson, 2002; Gevrey et al., 2006).

Studies on neural network modeling in arthropods and plant communities are relative fewer in ecological and environmental areas (Lek and Baran, 1997; Jørgensen et al., 2002; Worner and Gevrey, 2006; Zhang and Barrion, 2006). Researches towards neural network solutions for these problems are thus expected in the future.
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