Significances of differences between slopes: An upgrade for replicated time series
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Abstract

In some ecology subjects the slope of the line fit between \( x \) and \( y \) variables is the focus of concern. Such is the case of self-thinning theory, developed for plant demography and later verified also occurring in algae and animals. Different slopes identify statistical populations subject to different conditions. Therefore, it is fundamental that a test is able to identify honestly significant differences between slopes. The most used tested for the overlap of the 95% confidence intervals of the bootstrapped slopes. However, Vieira and Creed (2013) demonstrated it to possess weak theoretical grounds having proposed a permutation methods alternative. Unfortunately, both were fallible upon small sample sizes and/or large data scatter. Data about self-thinning, as well as other subjects, often comes in replicated time series enabling upgrading the test algorithm to randomize sampling units only within the respective time frame. This was added to the previous software, increasing outstandingly the capacity of the permutation test in identifying both true and false differences between slopes.
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1 Introduction

Determining the significance of slope differences is a common requirement in ecological studies, namely about self-thinning, ontogeny and sexual dimorphism, among others. When analyzing data, slopes are usually estimated using model 1 linear regression where \( y \) is dependent on \( x \) and residuals are minimized vertically, i.e. along the \( y \) axis. However, when there is no dependency relation between variables or \( x \) is measured with error model 1 regression is inadequate being proposed model 2 regression alternatives. The residuals are minimized obliquely. Principal Components Analysis (PCA) was the immediate choice (Pearson, 1901; Jackson, 1991). Later, Reduced Major Axis (RMA) was found to be more accurate and reliable under broader conditions (Sokal and Rolf, 1981). The significance of the differences between slopes has long been estimated testing for
the overlap of their bootstrapped 95% confidence intervals (Creed, 1995; Scrosati and DeWreede, 1997; Creed et al., 1998; Steen and Scrosati, 2004) following the methodology proposed by Sokal and Rolf (1981). However, Vieira and Creed (2013) found the numerical random re-sampling with repetition favours the occurrence of re-combinations yielding largely diverging slopes, widening their confidence intervals and thus increasing the chances of overlooking significant differences. To overcome this problem a permutation test was proposed simulating the null hypothesis of no differences between slopes against which the original difference was tested. It is a recurring matter using bootstrap and Jackknife methods to estimate significances of metrics (Stauffer et al., 1985; Jackson, 1993; Peres-Neto et al., 2003; Peres-Neto et al., 2005; Zhang, 2011a, b). However, these are a class of randomization methods originally developed to estimate confidence intervals around metrics (Efron and Tibshirani, 1986; Manly, 1991; Lebart, 2006; Zhang, 2010) and not significance testing. Its algorithm does not even consider a null hypothesis. Therefore, better suited alternatives of permutation methods have been proposed (Manly, 1991; Dijkstra and Heiser, 1995; Anderson and Legendre, 1999; Peres-Neto et al., 2005; Ferrari, 2011; Vieira, 2012; Legendre, 2013; Vieira and Creed, 2013).

Self-thinning was first studied in plants (Yoda et al., 1963; White and Harper, 1970; Lonsdale and Watkinson, 1983; Weller, 1987; Weiner and Wigham, 1988; Ellison, 1989; Morris, 1996; Morris, 2003) but found also occurring among algae, fish and gastropods (Hughes and Griffiths, 1988; Creed, 1995; Arenas and Fernández, 2000; Rincon and Cerviá, 2002; Keeley, 2003; Steen and Scrosati, 2004; Rivera and Scrosati, 2008). When individuals in mono-specific even-aged stands undergo active growth while enduring strong competition, the stronger grow and the weaker are eliminated. Thus the stand gains biomass although loosing individuals. Plotting the log10 stand biomass against the log10 stand density fits well a straight line. Its slope indicates the strength of the competition, i.e. the flatter the slope the stronger the competition (Weiner and Wigham, 1988; Ellison, 1989; Morris, 1996, 2003; Keeley, 2003; Steen and Scrosati, 2004). Testing it has often been made recurring to manipulative experiments, sometimes in controlled environments (Weiner and Wigham, 1988; Ang and DeWreede, 1992; Morris, 1996; Scrosati and DeWreede, 1997; Creed et al., 1998; Arenas et al., 2002; Keeley, 2003; Steen and Scrosati, 2004; Scrosati, 2006). The methods and software by Vieira and Creed (2013) neglected the former self-thinning data when collected in time-series often replicated, thus overlooking their potential to considerably improve comparisons among different line fits. Fig. 1 shows examples of replicated time series. The previous methods randomize among the entire set of replicates with sampling units loosing track of its time coordinate. Odd combinations of sampling units may concentrate randomized sets in a particular sub-area of the plot (i.e. in a narrower time frame) leading to wide scatter among the randomized slopes and thus decreasing the tests ability to detect significant differences. The objective of this work was to test the gain from randomizing sampling units only within their respective time coordinate. The use of permutation tests to estimate the significance of differences between slopes requires data to be standardized to their groups’ means (Vieira and Creed, 2013). With replicated time series the data may also be standardized to the replicates’ means with further gains in line fitting; although its adequacy is a matter of ecological theory.

2 Methods
2.1 The data analysis
The data had \( n \) observations divided among \( g \) groups, each with \( r \) time series replicates composed by \( t \) sequenced sampling units (su). Groups did not need to have equal numbers of replicates. Their slopes were estimated using RMA regression. The significances of the differences between slopes were estimated following two methods: (i) permutation tests estimated the original slope difference, randomized the full data
set with su loosing track of their replicate origin and estimated the new slope difference. This was repeated \( n \) times. Presently, \( n = 9999 \) randomization iterations was used. The original slope difference was compared to the distribution of the 10000 slope differences (the original plus the randomized). (ii) The groups were bootstrapped \( n \) times (presently, \( n = 10000 \)) yielding the error distribution and confidence intervals for their slopes. These were found significantly different at the 5% level when their 95% confidence intervals did not overlap. A more detailed explanation about the permutation method can be found in Vieira and Creed (2013) whereas about RMA and the bootstrap/overlap method in Sokal and Rolf (1981) and Vieira and Creed (2013).

The replicated time series was the first upgrade. When these run in parallel the sampling units could (and should) be randomized within their respective time coordinate. The *Fucus serratus* data had sequences of 7su. Thus, there were 7 bins within which the respective su were randomized. For the permutation test each bin had all the su from the correspondent time coordinate in all replicates from the groups being compared. For the bootstrap/overlap method each bin had all the su from the correspondent time coordinate from all replicates in one group. This replicated time series method cannot be used when the time series does not run in parallel and rather have complementary time frames. The permutation test requires data to be centred to its mean before slope estimation. In Vieira and Creed (2013) the data could only be centred to its group mean. With replicated time series the data could alternatively be centred to its replicate’s mean. This alternative standardization criterion was the second upgrade.

Matlab based software for the estimation of significance of slope differences from replicated time series data can be found in supplementary material.

### 2.2 The data

Juveniles of *Fucus serratus* were reared in 10×15cm plates on a controlled environment at 4 densities (650, 1334, 2000 and 2668 plants/m\(^2\)) during 171 days (Creed et al., 1998). Each treatment had 4 replicated parallel time series. All plates were sampled for total biomass (wet weight) at days 0, 19, 40, 71, 109, 139 and 171. Macrostages of *Laminaria digitata* were reared on 10×15cm plates with initial densities of 650, 1334, 2000, 2668 and 5186 plants/m\(^2\) (Creed et al. 1998). Each treatment had 4 replicated parallel time series. The density and stand wet biomass in each plate were accessed for 11 sampling times at approximately 19 day intervals. Presently, only the first 9 sampling times were used as during the last 2 the plates were suffering from both decreasing densities and biomass loss, i.e., there was no self-thinning. Experiments were carried out in culture tanks at Port Erin Marine Laboratory, Isle of Man. At the end a wet:dry weight relation was established.

### 3 Results

The self-thinning lines were estimated with the \( x \) and \( y \) variables standardized to their groups’ mean and alternatively to their replicates’ mean. As expected the slopes became flatter with increasing initial densities (Table 1). *Fucus serratus* reared at the sparser treatment (650 plants/m\(^2\) initial densities) did not even show any mortality. As there was no change in density the line fit yielded a \( \infty \) slope. The exception was treatment B (1334 plants/m\(^2\) initial densities) from the *Laminaria digitata* data, for reasons unknown. Using different standardization methods yielded conspicuously different slopes. This was particularly true for the *Laminaria digitata* case where it was evident standardizing to the replicates’ means widen the range of estimated slopes (Table 1). This latter standardization method also yielded better line fits (Fig. 1).

Tuning the permutation test more elaborate, i.e. starting with the simple permutation test, passing to the replicated time series upgrade with the group standardization and finally to the replicate standardization, always increased the tests ability to detect true differences (Table 2). With the *Fucus serratus* data the slopes were always significantly different. Nevertheless, significances become stronger as the test was more elaborately tuned. The sparser treatment was not used due to its ‘no self-thinning’ yielding \( \infty \) slope. The simple
Table 1: Slopes obtained for the initial density treatments (groups) of *Fucus serratus* and *Laminaria digitata* self-thinning data according to the standardization method. (A) 650, (B) 1334, (C) 2000, (D) 2668 and (E) 5186 plants/m² initial densities.

<table>
<thead>
<tr>
<th>Species</th>
<th>Standardization</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Fucus serratus</em></td>
<td>Std. by group</td>
<td>$-\infty$</td>
<td>-6,031</td>
<td>-2,453</td>
<td>-1,063</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Std. by rep.</td>
<td>$-\infty$</td>
<td>-5,810</td>
<td>-2,259</td>
<td>-1,102</td>
<td></td>
</tr>
<tr>
<td><em>Laminaria digitata</em></td>
<td>Std. by group</td>
<td>-13,546</td>
<td>-6,252</td>
<td>-10,646</td>
<td>-9,539</td>
<td>-5,176</td>
</tr>
<tr>
<td></td>
<td>Std. by rep.</td>
<td>-32,030</td>
<td>-7,744</td>
<td>-13,449</td>
<td>-12,4379</td>
<td>-5,079</td>
</tr>
</tbody>
</table>

Table 2: Significance of differences between slopes obtained by the permutation method for the *Fucus serratus* self-thinning data. (B) 1334, (C) 2000 and (D) 2668 plants/m² initial densities.

<table>
<thead>
<tr>
<th>Standardization:</th>
<th>Simple randomization</th>
<th>Time series randomization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groups:</td>
<td>by group</td>
<td>by group</td>
</tr>
<tr>
<td>B</td>
<td>0.0096</td>
<td>0.0046</td>
</tr>
<tr>
<td>C</td>
<td>0.0044</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

Table 3: Significance of differences between slopes obtained by the permutation method for the *Laminaria digitata* self-thinning data. Significant differences in bold. (A) 650, (B) 1334, (C) 2000, (D) 2668 and (E) 5186 plants/m² initial densities.

<table>
<thead>
<tr>
<th>Groups</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple randomization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standardized by group</td>
<td>$0.0002$</td>
<td>0.177</td>
<td>0.2097</td>
<td>0</td>
</tr>
<tr>
<td>Time series randomization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standardized by group</td>
<td>$0.0015$</td>
<td>$0.0484$</td>
<td>0.3416</td>
<td></td>
</tr>
</tbody>
</table>

*Permutation test applied to the *Laminaria digitata* data recognized 5 out of 10 slope differences as significant (Table 3). This proportion increased to 7 out of 10 when the replicated time series upgrade with the group standardization was used, and to 9 out of 10 when the replicate standardization was used instead. These 9 slopes...*
differences turned more significant as the test was tuned more elaborate. On the contrary, the remaining 1 slope difference turned more non-significant. This dynamic demonstrated the increased capacity of the permutation test in separating true from false differences as it was more elaborately tuned. The bootstrap/overlap method did not show this capacity (Table 4). When the simple randomization method was applied only 3 out of 10 slope differences were recognized as significant. But when the replicated time series upgrade was used all slope differences were recognized as significant, which is known not to be true.

### Table 4
Overlap of the slopes’ 95% confidence intervals for the Laminaria digitata self-thinning data. Slope differences are significant (bold) only when there is no overlap. (A) 650, (B) 1334, (C) 2000, (D) 2668 and (E) 5186 plants/m² initial densities.

<table>
<thead>
<tr>
<th>Groups</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple randomization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0.2008</td>
<td>0.7023</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timeseries randomization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 1** Self-thinning lines for Fucus serratus estimated from data standardized by groups or by replicates. (B) 1334 and (C) 2000 plants/m² initial densities.
4 Discussion

Randomization methods, both permutations and bootstraps, have long been applied to time series analysis (Theiler et al., 1992; Hjellvik and Tjøstheim, 1995; Schreiber and Schmitz, 1996; Kugiumtzis, 2002; Politis 2003). They may or not preserve marginal distributions and/or correlations depending on the test objective. Nevertheless, the objective always falls upon testing the intrinsic properties of the own time series trajectory. This work developed a comparison between slopes taken from populations sampled at short lasting time series. It is an entirely different subject demanding a specific approach although sharing the permutations and bootstraps technical solutions.

Two upgrades were introduced into the previous method and software increasing outstandingly the permutation test’s capacity to identify both true and false slope differences: (i) randomizing within bins containing only sampling units from the same time coordinate and (ii) shifting the standardization method to use the replicate’s mean. From a strictly numerical point of view conjugating both was undoubtedly the best option. Nevertheless, the adequacy of standardizing to the replicate’s mean is the object of theoretical statistical ecology consideration. In this example, when standardizing by replicates, the equal initial densities were displaced differently along the x axis, which may be argued incongruent. On the other hand, this was comparable to estimating a slope for each replicate and then averaging slopes. The fact remains that the test’s performance increased outstandingly. The bootstrap/overlapped method was always an inadequate choice: applied with the simple randomization method it overlooked many truly significant differences (i.e. yielding false negatives) which had already been shown in Vieira and Creed (2013); whereas applied with the replicated time series randomization method it detected false significant differences (i.e. yielding false positives). Small sample sizes and/or large data scatter had been shown to render the simple randomization method keen to false negatives, irrespective of applied with permutation tests or the bootstrap/overlap tests (Vieira and Creed, 2013). Below a threshold it was impossible to detect significant differences. The present method and software solved this problem for the cases where data is organized into replicated time series. Many works on self-thinning applied older-dated tests to replicated time series of small sample sizes often finding slopes not being significantly different (Weiner and Whigham, 1988; Creed, 1995; Morris, 1996; Scrosati and DeWreede, 1997; Creed et al., 1998; Arenas and Fernández, 2000; Steen and Scrosati, 2004). These and similar cases should be reassessed by this new method as it demonstrated an outstanding capacity to identify true and false differences between slopes the previous methods did not have.
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