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Abstract 

This paper introduced a stochastic discretized version of the modified Leslie-Gower predator-prey model with 

Michaelis-Menten type prey harvesting. The dynamical behavior of the proposed model was investigated. The 

existence and stability of the equilibria of the skeleton were studied. Numerical simulations were employed to 

show the model's complex dynamics by means of the largest Lyapunov exponents, bifurcations, time series 

diagrams and phase portraits. The effects of noise intensity on its dynamics and the intermittency phenomenon 

were also discussed via simulation. 
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1 Introduction 

Deterministic nonlinear predator-prey models (ODE models) are widely used to understand the dynamics of 

the ecosystems (Rosenzweig and MacArthur, 1963; Clark, 1976; Steven, 1994; Srinivasu, 2001; Kondoh, 2003; 

Murdoch et al., 2003; Nedorezov and Sadykov, 2012). In recent years, there has been an increasing interest in 

Leslie-Gower type predator-prey model (Hsu and Huang, 1995; Li and Xiao, 2007; Liang and Pan, 2007; Song 

et al., 2009; Tian and Weng, 2011; Tian and Zhu, 2012). The local and global stability for a predator-prey 

model of modified Leslie-Gower and Holling-type II with time-delay has been considered by Lin and Ho 

(2006). Bifurcation analysis of a Leslie-Gower prey-predator model with Holling-type III functional response 

has been studied by Li and Xiao (2007). The global stability of a Leslie-Gower prey-predator model with 

proportional harvesting in both prey and predator has been studied by Zhang et al. (2011). By defining a 

suitable Lyapunov function, the global stability of the unique interior equilibrium of the system was shown, 

which means that suitable harvesting has no influence on the persistent property of the harvesting system. 

Mena-Lorca et al. (2007) studied the dynamics of the Leslie-Gower model subjected to the Allee effect with 

proportionate harvesting. The dynamical behavior of the periodic prey-predator model with a modified Leslie-

Gower Holling-type II scheme and impulsive effect has been studied by Song and Li (2008). Phase portraits 
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near the interior equilibria of a Leslie-Gower model with constant harvesting in prey has been considered by 

Zhu and Lan (2010). Gupta and Chandra (2013) introduced a modified version of the Leslie-Gower prey-

predator model with Holling-type II functional response in the presence of nonlinear harvesting in prey. Many 

authors (Agarwal, 2000; Agarwal, 1997; Freedman, 1980; Murray, 1989) have argued that the discrete time 

models governed by difference equations are more appropriate than the continuous ones when the populations 

have nonoverlapping generations. Discrete time models can also provide efficient computational models of 

continuous models for numerical simulations. Discrete Leslie-Gower predator-prey model has also been 

studied by many authors. Huo and Li (2004) considered a discrete Leslie-Gower predator-prey model. They 

obtained sufficient conditions which guarantee the permanence of the model. Under the assumption that the 

coefficients in the model are periodic, the existence of periodic solution is also obtained. Agiza et al (2009) 

investigated discrete-time prey-predator model with Holling type II. The existence and stability of three fixed 

points have been analyzed. The bifurcation diagrams, phase portraits and Lyapunov exponents have been 

obtained for different parameters of the model. The fractal dimension of a strange attractor of the model has 

been also calculated. They showed that the discrete model exhibits rich dynamics compared with the 

continuous model. It has been shown that for the discrete-time prey-predator models the dynamics can produce 

a much richer set of patterns than those observed in continuous-time models, see Danca (1997), Jing and Yang 

(2006), Liu and Xiao (2007). The main objective of this paper is to propose a stochastic discrete version of the 

modified Leslie-Gower predator-prey model with Michaelis-Menten type prey harvesting, and analyze its 

chaotic behavior. 

   The organization of this paper is as follows. In section 2, a stochastic discrete version of the modified 

Leslie-Gower predator-prey model with Michaelis-Menten type prey harvesting is formulated. In section 3, the 

stability condition of the system are derived. The simulation is used in section 4, to discuss the analytical 

results and to show the effects of noise intensity on the dynamics of the system. 

 

2 The Stochastic Discrete Model 

In the case of continuous time the modified Leslie-Gower predator-prey model with Michaelis-Menten type 

prey harvesting has the following form 

ቐ

ௗ௫భ
ௗ௧

ൌ ଵݔݎ ቀ1 െ
௫భ

ቁ െ

భ௫భ௫మ
ା௫భ

െ
ா௫భ

భாାమ௫భ
,

ௗ௫మ
ௗ௧

ൌ ଶݔݏ ቀ1 െ
మ௫మ
ା௫భ

ቁ                                   
                                   (2.1) 

here, ݔଵሺݐሻ and ݔଶሺݐሻ are the prey and predator population densities respectively ݎ and ܭ are intrinsic 

growth rate and environmental carrying capacity for the prey species respectively. ܽଵ is the maximum value 

of the per capita reduction rate of prey, ݊ measures the extent to which the environment provides protection 

to prey and predator (under the assumption that the extent to which the environment provides protection to 

both the predator and prey is the same (Ji et al., 2009, 2011), ݏ measures the growth rate of the predator 

species, ܽݏଶ is the maximum value of the per capita reduction rate of predator, ݍ is the catchability coefficient, 

 is the effort applied to harvest the prey species, and ݉ଵ, and ݉ଶ are suitable constants. All the parameters ܧ

are assumed to be positive due to biological considerations. 

     Using a suitable non-dimensional scheme, the system (2.1) can be transformed into the following system, 

Gupta and Chandra (2013). 

ቐ
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ቁ                       

                                          (2.2) 
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with the initial conditions, ݔሺ0ሻ ൌ ݔ  ሺ0ሻݕ ,0 ൌ ݕ  0 where ߚ ,ߙ, ݉, , ܿ, and ߩ are all positive. 

     Applying the forward Euler scheme to model (2.2) we obtain the following stochastic discrete modified 

Leslie-Gower predator-prey model with Michaelis-Menten type prey harvesting model 

ቐ
௧ݔ ൌ ௧ିଵݔ  ௧ିଵݔ݈ ቀ1 െ ௧ିଵݔ െ

ఈ௬షభ
ା௫షభ

െ


ା௫షభ
ቁ  ,௧ߝ݇

௧ݕ ൌ ௧ିଵݕ  ௧ିଵݕ݈ߩ ቀ1 െ
ఉ௬షభ
ା௫షభ

ቁ                               ௧ߟ݇
                       (2.3) 

where ݈ is the step size ߚ ,ߙ, ݉, , ܿ, and ߩ are defined as model (2.2) and (ߝ௧, ߟ௧) are assumed to be an 

i.i.d. white noise sequence conditional upon the history of the time series, which is denoted Ω௧ିଵ ൌ

ሼሺݔ௧ିଵ, ,௧ߝሼሺܧ ,௧ିଵሻሽ that isݕ ௧ሻ\Ω௧ିଵሽߟ ൌ 0 and ܧሼߝ௧ଶ\Ω௧ିଵሽ ൌ ௧ଶ\Ω௧ିଵሽߟሼܧ ଶߪ ൌ  ଶ, and ݇ is a scalarߪ

parameter of the noise intensity. 

 

3 The Skeleton (Free Noise System) 

In this section we study the chaotic behaviour of the free noise system (2.3) caused by the change of time step. 

Where ݇ ൌ 0, the system (2.3) becomes 

ቐ
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ା௫షభ

ቁ                             
                            (3.1) 

     Fixed points of the system (3.1) are derived in the following. 

     Lemma 3.1. The fixed points of the system (3.1), are  

ሺ݅ሻ ܧ ൌ ሺ0,0ሻ; 
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    Proof. The fixed points of the system (3.1) are obtained as the solution of the algebraic system: 

 

                  ቐ
ݔ ൌ ݔ  ݔ݈ ቀ1 െ ௧ିଵݔ െ

ఈ௬

ା௫
െ



ା௫
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which is obtained by setting ݔ௧ ൌ ௧ିଵݔ ൌ ௧ݕ and ݔ ൌ ௧ିଵݕ ൌ  .in (3.1), it is easy to complete the proof  ݕ

    The local stability analysis of the system (3.1) can be studied by computing the variation matrix 

corresponding to each fixed point. The variation matrix of the system at state variable is given by 

,ݔሺܬ ሻݕ ൌ ቌ
1  ݈ሺ1 െ ݔ2 െ

ఈ௬

ሺା௫ሻమ
െ



ሺା௫ሻమ
ሻ

ିఈ௫

ା௫

ఘఉ௬మ

ሺା௫ሻమ
1  ሺ1ߩ݈ െ

ଶఉ௬

ା௫
ሻ
ቍ.                (3.2) 

     Theorem 3.1. The fixed point ܧ is unstable fixed point for all parameters values. 

     Proof. In order to prove this result, we estimate the eigenvalues of Jacobian matrix at ܧ. The Jacobian 

matrix for ܧ is 

ሻܧሺܬ  ൌ ቆ
1  ݈ሺ1 െ




ሻ

ିఈ௫

ା௫
0 1  ߩ݈

ቇ. 

Hence the eigenvalues of ܬሺܧሻ are ߱ଵ ൌ 1  ݈ሺ1 െ



ሻ, ߱ଶ ൌ 1   and since all parameters are positive ,ߩ݈
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the proof is completed. 

     Theorem 3.2. The fixed point ܧ, ݅ ൌ 1,2  is locally asymptotically stable if one of the following 

conditions is satisfied: 

ሺ1ܣሻmaxሼܽ,max ሼܾ, ݀ሽ ,max ሼ݁, ݂ሽሽ ൏ ݈ ൏ ݃; 
ሺ2ܣሻmaxሼܽ,max ሼܾ, ݀ሽሽ ൏ ݈ ൏ minሼ݃,min ሼ݁, ݂ሽ; 
ሺ3ܣሻmaxሼܽ,max ሼ݁, ݂ሽሽ ൏ ݈ ൏ minሼ݃,min ሼܾ, ݀ሽ; 
ሺ4ܣሻ ܽ ൏ ݈ ൏ minሼ݃,min ሼܾ, ݀ሽ ,min ሼ݁, ݂ሽሽ 

otherwise it is unstable fixed point, where ܽ ൌ
ଶఊ
థ

, ܾ ൌ
ఘାඥఘమିସథ

థ
, ݀ ൌ

ఘିඥఘమିସథ
థ

, ݁ ൌ
ఘାఊାඥሺఘାఊሻమି଼థ

ଶథ
, 

݂ ൌ
ఘାఊିඥሺఘାఊሻమି଼థ

ଶథ
, ݂ ൌ

ఘାఊ
థ

, ߶ ൌ ߛሺߩ 
ఘூ

ఉሺଶାூሻ
ሻ, ߛ ൌ 1 െ ܫ െ
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ఉ

ଵ

ଶାூ
െ

ସ
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, and ܫ ൌ כݔ2 . 

     Proof. The Jacobian matrix (3.2) at ܧ, ݅ ൌ 1,2 has the form 

ሻܧሺܬ ൌ

ۉ

ۇ
1  ߛ ݈

െ݈ܫ ߩ
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ߚ
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 .ۊ

where ߛ ൌ 1 െ ܫ െ
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ଵ
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െ

ସ
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, ߶ ൌ ߛሺߩ 

ఘூ
ఉሺଶାூሻ

ሻ and ܫ ൌ  .כݔ2

The corresponding characteristic equation of matrix ܬሺܧሻ, ݅ ൌ 1,2 is 

ܲሺ߱ሻ ൌ ߱ଶ െ ሻܧሺܬݎݐ  ሻܧሺܬݐ݁݀ ൌ 0, 

where ܬݎݐሺܧሻ ൌ 2  ݈ሺߛ െ ሻܧሺܬݐ݁݀ ሻ andߩ ൌ 1 െ ሺߛ  ሻߩ  ݈ଶ߶ 

    If the eigenvalues of the Jacobian matrix of a fixed point are inside the unit circle of the complex plan, 

interior fixed point is local stable. Using Jury's conditions (Chatterjee and Yilmaz, 1992; Zhu and Lan, 2010), 

we have necessary and sufficient condition for local stability of interior fixed point which are the necessary 

and sufficient condition for ห߱ଵ,ଶห ൏ 1, which completes the proof. 

 

4 Numerical Simulation 

4.1 Deterministic system 

The main purpose of this subsection is to investigate the qualitative behavior of the solution of the nonlinear 

system (3.1). To provide some numerical evidence for its chaotic behavior, we present various numerical 

results here to show the chaoticity including its bifurcation diagrams, Lyapunov exponents, and fractal 

dimension. In Fig. 1(a) bifurcation diagram of the system (3.1) is plotted on the interval 0.2 ൏ ݈ ൏ 0.9 for 

initial point ሺݔ, ሻݕ ൌ ሺ0.01,0.02ሻ with ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. In Fig. 2, a plot of the Lyapunov 

exponent for attractors of the system (3.1) according to Fig. 1 is presented. A positiveness of this exponent for 

כ݈  0.6689 confirms the chaotic character of attractors in this parametrical zone (here, the value ݈כ ൎ

0.6689 is a tangent bifurcation point). In Fig. 3 phase portraits are given for different values of ݈ to show the 

chaotic behavior of the system. For the given parameters the only positive equilibrium point is כܧଵ ൎ
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ሺ0.030662,1.01533ሻ which is attracting point for 0.2 ൏ ݈ ൏ 0.66890 as we can see in Fig. 3. (a). Fig. 3.(b) 

show the period-two orbit in the parameter zone 0.6689< l <0.8195. The period-four orbit in the parameter 

zone 0.8195 ൏ ݈ ൏ 0.8527 is clear in Fig. 3(c). The chaotic attractor for 0.8527 ൏ ݈ ൏ 0.9 is clear in Fig. 

3(d). Which means that the system (3.1) undergoes a discrete Hopf bifurcation. One of the commonly used 

characteristics for classifying and quantifying the chaoticity of a dynamical system is fractal dimensions, 

(Cartwright, 1999; Zhu and Lan, 2010). Via simulation we get two Lyapunov exponents ߣଵ ൎ 0.08026  0 

ଶߣ ൎ െ0.35263 for ݈ ൌ 0.871, which means that ݀ ൌ 1 
.଼ଶ 

.ଷହଶଷ
ൌ 1.2276. There for the system (3.1) 

exhibits a fractal structure and its attractor has a fractal dimension which is chaotic behavior. 

 

 

  
 
Fig. 1 Bifurcation diagram of (3.1), for 0.2 ൏ ݈ ൏ 0.9  and  initial point ሺݔ, ሻݕ ൌ ሺ0.01,0.02ሻ  with 
ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. 
 
 
 

 

   Fig. 2 Maximum Lyapunov exponents corresponding to Fig. 1. 
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Fig. 3 Phase portrait of the system (3.1) for: (a) ݈ ൌ 0.6 ; (b) ݈ ൌ 0.6679 (c) ݈ ൌ 0.671 (d) ݈ ൌ 0.87 with 
ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. 

 

 

4.2 Stochastic model 

Along with the deterministic systems (3.1) we consider a stochastic system forced by additive noise (2.3), 

whereߝ௧ and ߟ௧ are uncorrelated Gaussian random processes with parameters ܧሺߝ௧, ௧ሻߟ ൌ 0 and ߝܧ௧ଶ ൌ 1 

௧ଶߟܧ ൌ 1, and ݇ is a scalar parameter of the noise intensity. We study a behavior of this stochastic model for 

different sets of parameters ݈ and ݇. In Figs. 4, 5 and 6, stochastic attractors of the system (2.3) are plotted on 

the interval 0.2 ൏ ݈ ൏ 0.9   for three values of the noise intensity ݇ ൌ 0.0002, 0.0004, and 0.0006 . 

Lyapunov exponents corresponding to each value of noise intensity are given in Fig. (7) (a), (b) and (c) 

respectively. As we can see, noise deforms the deterministic attractor (compare Figs. 2 and 7). As noise 

intensity increases, a border between order and chaos moves to the left. The changes of the arrangement of 

attractors are accompanied by the changes in dynamical characteristics (compare Lyapunov exponents in Figs. 

2 and 8). The most essential difference between stochastic and deterministic attractors is observed near the 

bifurcation point ݈כ ൎ 0.6689. The underlying reason is that in the vicinity of this bifurcation point attractors 

are highly sensitive to random disturbances. Consider in detail a behavior of stochastic system (2.3) 

near ݈כ ൌ 0.6689. Compare the stochastic response of this system for two fixed values ݈ ൌ 0.668 and 

݈ ൌ 0.671. Consider ݈ ൌ 0.668. For low noise ݇ ൌ 0.0002, random states are concentrated near the stable 

deterministic equilibrium כܧଵ (see Figs. 8 and 12(a)), they have distribution with mean equal approximately 

ଵכܧ ൎ ሺ0.0306,1.0153ሻ and covariance matrix  
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Σ ൌ ቀ0.00000057 0.00000038
0.00000038 0.00002028

ቁ.  

For ݇ ൌ 0.0006 one can see stochastic oscillations of large amplitude. Indeed, as the noise intensity increases, 

the dispersion of random states near כܧଵ growsc see Table 1. After these oscillations, iterations come to the 

vicinity of the point כܧଵ again and so on (see Figs. 9 and 12(b)). In this case, the stochastic model (2.3) 

exhibits a coexistence of two different dynamical regimes even if the system (3.1) has a stable equilibrium 

only. This type of dynamics of the system (2.3) can be determined as a noise-induced intermittency 

(Bashkirtseva and Ryashko 2013). In Figs. 10 and 11, time series of the stochastic system (2.3) with 

݈ ൌ 0.671 for ݇ ൌ 0.0002 and ݇ ൌ 0.0002 are plotted. As can be seen, noise-induced intermittency for this 

݈ ൌ 0.671 is observed for the lower noise intensity, see also Fig. 13. For stochastic attractors and their 

dynamic characteristics, a dependence on noise level is illustrated in Figs. 14 and 15 for ݈ ൌ 0.668 and 

݈ ൌ 0.671. In Fig. 14, one can see a sharp growth of the size of the attractor as noise intensity exceeds some 

critical value. A change of the sign of Lyapunov exponent from minus to plus can be interpreted as a transition 

from regular to noise-induced chaotic regime (see Fig. 16). Thus, the results presented here give us a 

qualitative description of noise-induced transitions from the regular regime to intermittency. 

 

  
Fig. 4 Bifurcation diagrams of the stochastic model (2.3) with ݇ ൌ 0.0002, 0.2 ൏ ݈ ൏ 0.9, and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ

ሺ1,2,2,1,2.1,3ሻ. 

 

  
Fig. 5 Bifurcation diagrams of the stochastic model (2.3) with ݇ ൌ 0.0004, 0.2 ൏ ݈ ൏ 0.9, and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ
ሺ1,2,2,1,2.1,3ሻ. 
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Fig. 6 Bifurcation diagrams of the stochastic model (2.3) with ݇ ൌ 0.0006, 0.2 ൏ ݈ ൏ 0.9, and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ
ሺ1,2,2,1,2.1,3ሻ. 
 

 
Fig. 7 Lyapunov exponents of the stochastic model (2.3) with 0.2 ൏ ݈ ൏ 0.9: for (a) ݇ ൌ 0.0002; (b) ݇ ൌ 0.0004; (c) 
݇ ൌ 0.0006. 

 

 

     
Fig. 8 Time series of the stochastic model (2.3) with l =0.668, ݇ ൌ 0.0002 and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. 
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       Fig. 9 Time series of the stochastic model (2.3) with ݈ ൌ .668, ݇ ൌ 0.0006 ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. 
 

 
Fig. 10 Time series of the stochastic model (2.3) with ݈ ൌ .671, ݇ ൌ 0.0002 and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. 
 

 
   Fig. 11 Time series of the stochastic model (2.3) with ݈ ൌ .671, ݇ ൌ 0.0006 and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. 

 
Fig. 12 Phase portrait of the system (2.3) with ݈ ൌ .668, and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ for: (a) ݇ ൌ 0.0002; 
(b) ݇ ൌ 0.0006. 
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Fig. 13 Phase portrait of the system (2.3) with ݈ ൌ .671 and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ for: (a) ݇ ൌ 0.0002; 
(b) ݇ ൌ 0.0006. 
 

 
Fig. 14 Attractors of the stochastic system (2.3) for 0  ݇  0.0006  ; ݈ ൌ 0.668  and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ
ሺ1,2,2,1,2.1,3ሻ. 
 

     

Fig. 15 Attractors of the stochastic system (2.3) for 0  ݇  0.0006 ; ݈ ൌ 0.671 , and ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ
ሺ1,2,2,1,2.1,3ሻ. 

   
Fig. 16 Lyapunov exponents of the stochastic system (2.3) with 0  ݇  0.0006  and 
ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ for: (a) ݈ ൌ 0.668; (b) ݈ ൌ 0.671. 
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Table 1 Mean of the stochastic states ሺݔ௧, ,ߙ௧ሻ of the system (2.3) at different values of ݈ , ݇ and ሺݕ ,݉,ߚ ݄, ܿ, ሻߩ ൌ
ሺ1,2,2,1,2.1,3ሻ. 

                ݇  ╲   ݈ 0.668 0. 671 

0.0002 (0.030572,1.0153) (0.032278,1.0142) 

0.0006 (0.029719,1.0147) (0.033094,1.0145) 

 

 
 
Table 2 Covariance matrices of the stochastic statesሺݔ௧, ௧ሻݕ  of the system (2.3) at different values of ݈  , ݇  and 
ሺߙ, ,݉,ߚ ݄, ܿ, ሻߩ ൌ ሺ1,2,2,1,2.1,3ሻ. 

                ݇  ╲   ݈ 0.668 0. 671 

0.0002 
ቀ0.00000057 0.00000038
0.00000038 0.00002028

ቁ ቀ0.00000140   0.00001124
0.00001124  0.00195619

ቁ

0.0006 
ቀ0.00001082 0.00000606
0.00000606 0.00016785

ቁ ቀ0.00001211  0.00001732
0.00001732  0.00203988

ቁ

 

 

5 Conclusion 

From a mathematical as well as biological point of view the predator-prey models can be formulated as 

systems of differential or difference equations (Nedorezov and Sadykov, 2012). The current paper have 

proposed a stochastic discrete modified Leslie-Gower predator-prey model with Michaelis-Menten type prey 

harvesting, where the protection provided by the environment for both the prey and predator is the same. The 

model shows rich and varied dynamics. The local stability of fixed points have been discussed. The results 

show that the origin is unstable equilibrium point of the system. There is a unique interior equilibrium point 

which is locally stable for certain parametric restrictions. The effectiveness of the time step on the dynamics of 

the system has been shown. The chaotic behaviour of the system has been proved. We focus on the study of 

the noise-induced type-I intermittency phenomenon and chaotization observed near tangent bifurcation. The 

remarkable feature of the dynamics of the model considered here is that small noises generate large-amplitude 

chaotic oscillation. 
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