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Abstract 

The t-test theory has laid the foundation of modern statistics and it is one of the main contents of statistics. 

This theory can be found in all statistics textbooks and is at the core of almost all applied statistics courses. At 

the same time, almost all statistical software or tools have t-test content, such as Matlab, SAS, SPSS, R, etc. 

However, t-test theory has been widely criticized in recent years due to its theoretical flaws and misuse. The 

t-test is only used for the problems of normal distribution population with small sample size. Even so, its 

sample size cannot be too small due to problems such as t-transformation distortion. In terms of significance 

test, the t-test has the general defects of statistical significance tests, coupled with the inherent fallacies of 

confidence intervals, and the peculiar uncertainty problems of t-intervals, make the t-test methodology 

obviously insufficient. The t-test theory is faced with the retaining or discarding decision in statistics, and 

some statisticians have advocated and abolished the t-test theory from statistics textbooks. As a statistical 

significance test, the solutions of t-tests include using Bayesian methods, performing meta-analyses, using 

effect sizes, stressing statistical validity, using nonparametric statistics, using good experimental and sampling 

designs and determining appropriate sample size, the network methods are used instead of the reductionist 

method to obtain and analyze the data, and the statistical conclusions are combined with the mechanism 

analysis to draw scientific inferences, etc. As a t-interval uncertainty problem, its solutions include using the 

Bayesian credible interval method, using the Bootstrap credible interval method, inferring directly from the 

central limit theorem, using the unified theory of uncertainty, etc. 
 
Keywords t-tests; t-interval; statistical significance tests; uncertainty; Bootstrap credible interval; Bayesian 

credible interval. 

 

 

 

 

 

 

 

 

1 Concepts of t-tests 

Assuming that X~N(0,1), Y~χ2(n), where X and Y are independent of each other, then the random variable 
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is called following the T-distribution. The T-distribution was firstly proposed in 1908 by W. S. Gosset, an 

engineer at the Guinness brewery in Dublin, Ireland (Student, 1908). Based on the T-distribution, Gosset 

proposes a method for estimating possible errors. Due to industry confidentiality, Gosset used “Student” as the 

author's name when publishing the paper. Since then, the famous statistician, Fisher, has made further 

improvements and named it T-distribution (or t-distribution, the same below), and the corresponding test 

theory is called T-test (Student's t-test, or t-test, the same below) (Fisher, 1924). The t-test theory laid the 

foundation of modern statistics and marked the beginning of statistics as a science. 

    If the random variable T follows a t-distribution, then the probability density function, f(t), of T is (Fig. 1) 

 

 

 

 

where, n is a positive integer (degree of freedom), and t is the value of the random variable T. The curve of 

probability density function f(t) is symmetric about t=0 and takes the maximum value at t=0. 
Assuming that T~t(n), then )1,0(lim NTn  , in other words, when the degree of freedom n is large 

enough, the t-distribution approximates the standard normal distribution (Fig. 1). On the other hand, t(1) is 

the Cauchy distribution. Mean and variance are absent from the Cauchy distribution. 

   Assuming that T~t(n), then the cumulative distribution function of T is F(t)=P{T<t}=          . 

 

 

Fig. 1 Probability density functions of t-distribution (n=2, 4, 6, 8) and the standard normal distribution, N(0,1).      

 

 

The t-test theory is based on the t-distribution theory and is mainly used for the problems of small 

samples and normal distributions with unknown standard deviation σ (Student, 1908). The t-test is mainly 

used to calculate the probability of the difference, and to compare whether the mean difference is significant, 
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etc. Common t-tests include single population test, double population test, and paired samples test, etc. The 

t-test is also used in many other procedures. 

 Several representative procedures of t-tests are as follows: 

(1) Parametric test of population mean of normal distribution (single population test) 

The population variance of normal distribution is unknown, and the sample is a small sample, then the 

random variable that sample mean is standardized follows a t-distribution with n-1 degrees of freedom: 

 

 

 

The parametric test rules for the population mean (μ) are as follows: 

 

 

 

 

 

(2) Parametric test of the difference between the means of two populations of independent normal 

distributions (two-population test) 
        follows the t-distribution with n1+n2-2 degrees of freedom, the variances of 2

1  and 2
2  of the 

two normal populations (populations of normal distributions) are unknown, and 2
2

2
1   , and the sample is 

a small sample, then we have: 
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The parametric test rules for the difference between the means of two populations of independent normal 

distributions are as follows: 

 

 

 

 

 

(3) Parametric test of the difference between the means of two correlated normal populations (paired samples 

test) 
The variance of the difference between the means of two correlated populations of normal distributions ( 2

d ) 

is unknown, and the sample is a small sample, then we have: 
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The parametric test rule for the difference between the means of two correlated normal populations is as the 
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In the t-test, a distinction needs to be made between one-tailed and two-tailed tests. The one-tailed test 

cutoff is smaller than the two-tailed test cutoff, so it is easier to reject the null hypothesis. It has been argued 

that if the differences are in a specific direction, it is only necessary to consider the one-tailed probability 

distribution and split the resulting p-value of the t-test in half. It has also been argued that the p-value of the 

standard two-tailed t-test should be reported in all cases. 

   One-tailed tests include left-sided test and right-sided test:  

 

 

 

 

In the two-tailed test, the null hypothesis is an equality, and the alternative hypothesis is an inequality: 

 

 

Two-tailed test, no matter whether the difference is positive or negative, given the significance level α, it 

must be equally distributed to the left and right sides according to the principle of normal symmetry: each 

side is α/2, correspondingly, the lower critical value is −tα/2, and the upper critical value is is tα/2. 

For multiple-group difference tests, we can use analysis of variance (ANOVA). ANOVA is a 

generalization of the t-test. 

(4) Significance tests of correlations 

For Pearson correlation (r) or Spearman rank correlation (r) (Spearman, 1904; Zhang, 2015, 2018; Zhang and 

Li, 2015), calculate 

 

 

 

The test rule for correlation is 

 

 

(5) Interval estimation of the normal population mean 

If the variance of the normal population is unknown and the sample is a small sample, the sample variance (s2) 

is used to replace the population variance. The normalized sample mean (
__

x ) is the random variable t: 

 

 

 

which follows the t-distribution with n-1 degrees of freedom. The 1-α confidence interval for the population 

mean (μ) at significance level α is (Zhang, 2022a): 
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Fig. 2 The results of the parametric test calculation of the normal population mean in Matlab (top) and SPSS (bottom). 

 

 

The t-test theory is one of the main contents of statistics, which can be found in all statistics textbooks, 

and is the core of almost all applied statistics courses. Almost all statistical software or tools have t-test 

contents, such as Matlab, SAS, SPSS, R, Stata, Microsoft Excel, Python, Minitab, etc. (Fig. 2). For example, 

in Matlab, several main functions for t-distribution and t-tests are: 

      trnd(n): t-distributed random number with n degrees of freedom. 

      tpdf(t, n): t-distribution probability density function f(t) with n degrees of freedom. 
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      tinv(α, n): The inverse cumulative distribution function of the t-distribution with n degrees of freedom 

the significance level α, that is, the t-value. 

      tcdf(t, n): t-distribution cumulative distribution function with n degrees of freedom, F(t)=P{T<t}. 

      ttest(x, mu, alpha, tail): Parametric test of the mean of a normal population. 

      ttest2(x, y, alpha, tail): Parametric test of the difference between two independent normal populations. 

 

2 Defects and Criticisms 

In the common probability distributions, the normal distribution (Gaussian distribution) comes from the 

measurement error and is used to describe the law of error distribution. The Rayleigh distribution comes from 

the wave energy and is used to describe the spectrum of wave energy. Weibull distribution is derived from 

fracture and failure risks and is used to describe reliability and longevity. Power-law distribution is 

ubiquitous in the physical world and is used to describe the node degree distribution of scale-free networks, f 

self-similarity in ractal structures, and more. However, the t-distribution does not come from the real world. It 

is a probability distribution with no physical meaning, and is difficult to correspond to real-world prototypes. 

The t-distribution is also mathematically flawed, and the standard deviation from t(1) and t(3) does not exist 

(Huang, 2021a-b). Relevant defects in the t-distribution also form part of the source of the t-test problems. 

2.1 t-test problems 

In terms of significance tests, the aforementioned t-test procedures (1)-(4) can be attributed to statistical 

significance tests based on p-values. In a t-test, the larger the p-value, the greater the confidence to accept the 

null hypothesis. For the pitfalls and problems of statistical significance tests, see my paper "p-value based 

statistical significance tests: Concepts, misuses, critiques, solutions and beyond" (Zhang, 2022b), and other 

related literature (Wasserstein and Lazar, 2016; Benjamini et al., 2018, 2021; Grenville, 2019; Bergstrom and 

West, 2021). 

Regarding the problem of t-statistical significance test, Matloff, a professor of statistics at the University 

of California, criticized that some statistical programs in software such as R focus too much on significance 

tests (including t-tests) (Matloff, 2014). Harrell (2012) suggested in r-devel that at least the "asterisk system" 

in R output should be removed (different numbers of asterisks indicate different levels of statistical 

significance p-values). 

   The essence of statistical inference is to infer unknown population parameters based on sample statistics. 

No matter in theory or practical application, there is no need to artificially distinguish between large samples 

and small samples. In other words, a valid statistical inference method should be applicable to any sample 

size (Huang 2021a, b). However, the t-test is mainly for small sample problems. For this reason, Ilya Kipnis 

believes that t-tests are only meaningful when data are difficult to obtain. Even so, the t-test sample is 

insufficiently informative and at worst highly misleading. In this era of easy data collection, the t-test is of 

less and less significance (Matloff, 2011, 2014). 

Assuming that the population is normally distributed (i.e. normal population), inferences based on the 

t-distribution are robust and their approximations are reasonable. However, as Matloff pointed out, in many 

cases we don't know if the population follows a normal distribution: it can be any probability distribution. In 

fact, all real-life random variables are bounded (as opposed to an infinitely supported normal distribution) and 

discrete (as opposed to a continuous normal distribution). Therefore, Matloff advocates skipping the t-test 

and inferring directly from the Central Limit Theorem (Matloff, 2011, 2014). He argues that the t-test is 

about the mean, so it is easy to prove by the Central Limit Theorem that the sampling distribution is always 

normal. For this reason, Matloff eliminated the content of t-distribution and t-interval in his statistics 

monograph (Matloff, 2011). The American statistician Huang (2018b, 2021a-b) agrees with Matloff and 
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gives examples to illustrate the validity of inferences based on the Central Limit Theorem. 

   In view of the problems arised from statistical significance tests such as t-test, in early 2015, the 

international journal, Basic and Applied Social Psychology (BASP) declared the null hypothesis significance 

test procedure (NHSTP) (p-value, t-value, etc.) is invalid (Trafimow and Marks, 2015). 

2.2 t-interval problems 

Since the population mean μ is unknown, the error cannot be known, resulting in uncertainty. Whether the 

confidence interval contains μ is uncertain, and it thus is an uncertainty measure. The aforementioned 

t-interval is a measure of uncertainty also. Student (1908) and Craig (1927) call this type of uncertainty 

possible error. 

   Similar to the aforementioned t-interval, if the standard deviation of normal population, σ is known or the 

sample size n is large enough, the uncertainty is the uncertainty based on z, that is, the z-interval: 

 

      n
zU z




2
  

 

According to the "Guide to the Expression of Uncertainty in Measurement" (JCGM, 2008a-b), the 

t-interval is the Type A uncertainty evaluation, and the z-interval is the Type B uncertainty evaluation (Huang, 

2018a-b, 2022). 

   If the population standard deviation σ is known, the t-interval and z-interval can be calculated at the same 

time, and the two types of uncertainty are consistent. However, Jenkins (2007) and Huang (2012) found that 

the t-interval uncertainty has a larger bias and precision error vs the z-interval uncertainty. This 

incompatibility of Type A assessment with Type B assessment is called the uncertainty paradox. 

   In addition to the uncertainty paradox, traditional methods produce a paradox (Du and Yang, 2000), 

known as the Du-Yang paradox, when determining the minimum sample size required to estimate the 

population mean with the maximum allowable error. 

   The t-interval uncertainty also leads to Ballico's paradox, that is, the estimation of the high-precision 

range, based on the uncertainty of the t-interval, is greater than the uncertainty of the low-precision range 

(Huang, 2016). D'Agostini (1998) gave an example of questioning the uncertainty of the t-interval: two 

measurements were made and the difference between the measurements was found to be 0.3 mm, but in order 

to have 99.9% confidence in the result, the t-interval should be 9.5 cm wide, which is a ridiculous result. 

Huang pointed out that for the ultra-small sample size (such as n<10), the t-interval uncertainty problem 

is caused by the t-transform distortion (Huang, 2018b, 2021a, 2022). 

The t-interval uncertainty problem is rarely questioned because it only becomes apparent when the sample 

size is small. In addition, the small sample t-interval theory is the mainstream paradigm of statistics. 

According to Thomas Kuhn, the habitual recognition of the mainstream paradigm leads to blindness to the 

problem (Kuhn, 1962). 

   In view of the problems of t-interval uncertainty, the international journal, Basic and Applied Social 

Psychology, officially banned confidence intervals in 2015 (Trafimow and Marks, 2015), the ban was for 

t-intervals or sample-based intervals, not for z-intervals or population-based intervals. 

   In summary, t-tests are only used for normal population and small sample problems, but the sample size 

should not be too small; t-test has the general defects and problems of statistical significance test (Zhang, 

2022b), along with the inherent fallacies of confidence intervals (Zhang, 2022a), and the peculiar uncertainty 

problem of t-intervals makes the t-test theory obviously defective. Therefore, the t-test theory is faced with 

the choice of retaining or discarding in statistics. 
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3 Solutions 

3.1 Solutions for t-value based statistical significance test  

The t-test procedures of the aforementioned (1)-(4) can be attributed to the p-value based statistical 

significance tests, and the solutions for the problems is detailed in my paper "p-value based statistical 

significance tests: Concepts, misuses, critiques, solutions and beyond” (Zhang, 2022b). These solutions 

include using Bayesian methods, performing meta-analyses, using effect sizes, stressing statistical validity, 

using nonparametric statistics, using good experimental and sampling designs and determining appropriate 

sample size, the network methods are used instead of the reductionist method to obtain and analyze the data, 

and the statistical conclusions are combined with the mechanism analysis to draw scientific inferences, etc. 

(Zhang, 2022b). 

3.2 Using the Bayesian credible interval method 

As an alternative to t-intervals, the Bayesian credible interval method can be used (Morey et al., 2016; 

Pandey et al., 2022; Zhang, 2022a). However, Bayesian methods do not always yield the most credible results. 

When dealing with informative priors, we should check the effective sample size (Morita et al., 2012). There 

is a problem if the prior effective sample size is not small compared to the study sample size. Essentially, 

inferences are driven by preconceptions rather than data. There may be more opportunities to falsify results 

from Bayesian analysis than from frequentist analysis, in part because people are less familiar with the 

technical details of Bayesian methods (Matloff, 2014). A recent guideline for Bayesian analysis is expected to 

be valuable to people (Kruschke, 2021). 

3.3 Using the Bootstrap credible interval method 

Using resampling (Coleman et al., 1982; Solow, 1993; Zhang and Schoenly, 1999a-b; Gentle, 2002; Manly, 

2007; Zhang, 2011a-b, 2021a-c, 2022a-b; Chihara and Hesterberg, 2018; Lock et al., 2021) rather than the 

classical t-test and z-test for inference is an important research area. As an alternative to t-intervals, the 

Bootstrap credible interval method, proposed by me (Zhang, 2022a), can be used. 

3.4 Abandon the t-test and infer directly based on the Central Limit Theorem 

Matloff advocates abandoning the t-test and making inference directly based on the Central Limit Theorem, 

and the same is true for regression (Matloff, 2011, 2014; Huang, 2022). The Central Limit Theorem (CLT) is a 

set of theorems in probability theory about the partial sum of a series and the distribution of a random variable 

approximating the normal distribution. The Central Limit Theorem proves mathematically that, under 

appropriate conditions, the mean of a large number of mutually independent random variables converge to the 

standard normal distribution according to the distribution after proper standardization. In nature, some 

phenomena are affected by many independent random factors. If the effect of each factor is very small, the 

total effect can be regarded as obeying a normal distribution. This set of theorems is the theoretical basis of 

mathematical statistics and error analysis, and they point out the conditions under which the sum of a large 

number of random variables is approximately normally distributed (Kallenberg, 2002). 

The de Moivre–Laplace Central Limit Theorem is the original version of the Central Limit Theorem. The 

de Moivre-Laplace theorem states that the limit of the binomial distribution is the normal distribution. The 

Lindeberg-Levy Central Limit Theorem, an extension of the de Moivre-Laplace theorem, is the central limit 

theorem for a series of independent and identically distributed random variables. This theorem states that the 

normalized sum of a series of random variables that are independent and identically distributed and have 

limited mathematical mean and variance approximates the standard normal distribution (Fig. 3). The 

Lindeberg-Feller Central Limit Theorem, an advanced form of Central Limit Theorem, is an extension of the 

Lindeberg-Levy theorem, which holds for the sum of independent but not necessarily identically distributed 

random variables. The theorem states that when certain conditions are met, the normalized sum of a series of 
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random variables that are independent but not necessarily identically distributed approximates the standard 

normal distribution (Kallenberg, 2002). 

(1) Lindeberg-Levy Central Limit Theorem 

Assuming that X1, X2, ......Xn, ......, are independent and identically distributed random variables, which have 

limited means and variances: E(Xi)=μ, D(Xi)=σ
2 (i=1, 2, ....), then for any x, the distribution function 

 

 

 

satisfies 

 

 

 

The theorem states that when n is large, the random variable 

 

 

 

approximately follows the standard normal distribution, N(0, 1)。Thus, when n is large 

 

 

  
approximately follows the standard normal distribution, N(nμ, nσ2)。This theorem is the simplest and most 

commonly used form of the Central Limit Theorem. As long as n is large enough, the sum of independent and 

identically distributed random variables can be regarded as a normal variable. 

(2) Lindeberg-Feller Central Limit Theorem 

Assuming that X1, X2, ......Xn, ......, are independent but not but not necessarily identically distributed random 

variables, E[Xi]=0 and the variance is not limitless, and their partial sum is: 
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If for each ε>0, the series satisfies 

 

 
it is called to satisfy Lindeberg condition. The series that satisfies this condition approximates the standard 

normal distribution, i.e. 
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This is also a necessary condition for approximating the normal distribution of the sum of independent 

random variables with limited variance and zero mean. 

 

 

Fig. 3 ),,(lim 22  Nn  ).,(lim 2
, 21

NFnn   

 

 

3.5 Using the unified theory of uncertainty 

In the 2021 International Standard ISO:24578:2021(E), unbiased estimates of expanded uncertainties are 

incorporated (ISO, 2021; Huang, 2022; Zhang, 2022a), where it defines the half-widths of the following 

confidence interval as the unbiased estimate Up of the expanded uncertainty: 

 

 

 

where, zp is the z-value at confidence level p%, and c4 is the bias correction factor for sample standard 

deviation: 

 

 

 

e.g., c4=0.7979, 0.9213, 0.9515, 0.9650, and 0.9727 correspond to n=2, 4, 6, 8, and 10, respectively. 

Huang (2018a) proposed a unified theory of measurement error and uncertainty. This unified theory is 

entirely based on frequentist statistics. It restores the traditional classification of random and systematic errors 

(primary classification) and retains the Type A and B classifications (secondary classification) of the “Guide to 
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the Expression of Uncertainty in Measurement” (JCGM, 2008a-b). These two new estimators significantly 

simplify uncertainty analysis, avoiding the difficulty and subjectivity of determining Type B uncertainty and 

the limitations of the Welch-Satterthwaite formula. 

3.6 Other methods 

In order to solve the uncertainty problem based on the t-value, Jenkins (2007) proposed the unbiased estimator 

of empirical mean based on the uncertainty of the z-value as an alternative to the former. Huang (2012) found 

through an Internet search that the unbiased estimator of theoretical mean is just the first term in a series 

proposed by Craig for estimating possible errors (Craig, 1927). 

Matloff (2014) used Slutsky's theorem to prove the effectiveness of using s instead of σ to construct 

approximate confidence intervals in the z-interval, thus avoiding the t-interval problem. 

In the Judd-Mcclelland-Culhane model comparison method (Judd et al., 1995), the regression model is the 

original model and all statistical problems are presented as comparisons between models. Within this 

framework, many statistical tests can be developed from the first principle. 

According to Ilya Kipnis, it is not always necessary to assume the type of probability distribution of the 

data. If there is enough data, plot frequency plots, etc., run some quantile tests, e.g. 5th percentile, 2.5th 

percentile, etc., to decide which method to use (Matloff, 2014). 
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