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Abstract 

In present study we provided a comprehensive risk assessment system. The system consists of four 

representative methods, namely probability-deterministic assessment, probability-interval assessment, 

probability-ranking assessment, and probability-ranking with optimal mix strategy. Among them, the 

probability-interval assessment was proposed by us. In the risk assessment, there are multiple available states, 

but only one of them can occur in nature. The occurrence probability of each state is the determined value and 

interval respectively for the first two methods; and for the latter two methods it is the probability difference of 

each pair of adjacent states. Known the benefit matrix, plans ranking can be derived from the first three 

methods according to the expected benefit; the fourth method can be used to obtain the optimal mix proportion 

of plans. The Matlab full code of the assessment system was given for further application and improvement. 
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1 Introduction 

Risk assessment problems are widely found in various fields such as industry and agriculture, economy and 

trade, and military affairs. For example, the weather in the following year may be wet, moderate, or dry. The 

probability of occurrence of these weathers, according to our current level of understanding, may be a certain 

value, interval, or probability difference, etc., and we want to determine the planting plan to maximize the 

benefits on the basis of the occurrence probability, which is categorized to multi-attribute and risk assessment 

problems (von Neumann and Morgenstern, 1944; Navarrete et al., 1979; Hwang and Yoon, 1981; Kmietowicz 

and Pearman, 1981; Chen, 1987; Huang et al., 1988; Qi et al., 1990; Zhang et al., 1991a-b, 1996, 2004, 2017; 

Zhang and Gu, 1996; Qi, 2002, 2003; Zhang, 2007, 2012, 2016; Ferrarini, 2012). Based on the past and 

present research, we provided a comprehensive risk assessment system to improve the scientific nature of risk 

assessment and reduce and avoid the influence of subjective factors. Matlab is a well-known and large-scale 
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software package for scientific and engineering calculation, suitable for large-scale data calculation and 

analysis. Therefore, the risk assessment system in present research is implemented by Matlab. 

 

2 Methods 

In the assessment system, benefits and costs are two aspects of the same problem. For the cost type problem, 

all values in cost matrix change signs and thus the cost matrix is converted into a benefit matrix.   

2.1 Probability-deterministic assessment 

There are m available states, only one of which can occur in nature. The probability of occurrence of each state, 

pi, is known, ∑pi=1, i=1, 2, ..., m. Known n plans, and the benefit matrix is (xij), i=1, 2, ..., n; j=1, 2, ..., m. 

Calculate the expected benefit of each plan 

 
                 m 
       di=∑xijpj      i=1, 2, ..., n 
                   j=1 

 

According to di, i=1, 2, ..., n, the plans are ranked from large to small values, and the closer to the front, the 

better the plan. The top plan in the ranking list is the most preferred option. 

2.2 Probability-interval assessment 

In this study, we propose the following probability-interval assessment. The basic principle is that, through the 

randomization process, the probability-interval is converted to a certain probability, and then the expected 

benefit of the given plan is calculated. 

   There are m available states, but only one of which can occur in nature. The probability of occurrence of 

each state, pi, is unknown, but falls in the interval aipibi, where, ∑ai1, ∑bi1, aibi<1, ai>0, i=1, 2, ..., m. 

   Known n plans, and the benefit matrix is (xij), i=1, 2, ..., n; j=1, 2, ..., m. First, let the number of 

randomizations be s and the number of initial randomizations t=1. The method is as follows: 

   (1) Generate m uniformly distributed (0, 1) random values pi, satisfying aipibi, i=1, 2, ..., m. To calculate 

 
             j 
       rj=∑pi      j=1, 2, ..., m 
                   i=1 

       qi=ri/rm     i=1, 2, ..., m 
              q0=0 
                    

   (2) Generate a uniformly distributed (0, 1) random value v. If qi-1<vqi, i=1, ..., m, the state i occurs, let 

uit=1, ujt=0, j=1, 2, ..., m, ji. 

   (3) If the number of randomizations t<s, let t=t+1 and return (1). If t=s, go to the next step. 

   (4) Calculate the probability of occurrence of each state 

 
            s 
       wi=∑uit/s      i=1, 2, ..., m 
                   t=1 

   (5) Calculate the expected benefit of each plan 

 
                 m 
       di=∑xijwj      i=1, 2, ..., n 
                   j=1 

   According to di, i=1, 2, ..., n, the plans are ranked from large to small values, and the closer to the front, the 

better the plan. The top plan in the ranking list is the most preferred option. 
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The general principle for setting the number of randomizations (s) is, s should increase as m and max 

(bi-ai), e.g., let s=100m(0.1+max (bi-ai)). 

2.3 Probability-ranking assessment 

There are m available states, but only one of which can occur in nature. The probability of occurrence of each 

state, pi, is unknown but, p1p2…pm>0, i=1, 2, ..., m, and 

 

                        p i-pi+1≥mi    i=1, 2, ..., m 

                        pm+1=0 

 

where, mi≥0, ∑i×mi<1. Under the state pi, the benefit of a plan is xi, i=1, 2, ..., m. We pursue the maximal 

benefit 

                        max E=∑pi×xi  

                        ∑pi=1 

                        pi-pi+1≥mi    i=1, 2, ..., m 

 

Let ri =qi-mi, i=1, 2, ..., m; qi =pi-pi+1, i=1, 2, ..., m-1; qi =pm , i=m, then the solution of the problem is 

 

                        rk =1-∑i×mi/k      k=1, 2, ..., m 

                                     rj =0    j=1, 2, ..., m; j≠k 

                               

Thereafter, replace ri  in max E=∑ri×yi +∑mi×yi  with the solution, and achieve n pairs of (max E, min E). 

Solve Emax=max max E, Emin=min min E. Suppose 0≤≤1, and the expected benefit of eachplan is calculated 

 

                        f=×Emax +(1-) ×Emin    

 

Then, for the problem max E, the plan with the larger f value is a better solution. Here,  is the compromise 

factor. If the ranking of occurrence of each state is more believable and the value of mi is larger, then a larger  

can be taken (Kmietowicz and Pearman, 1981; Huang et al., 1988; Zhang et al., 2004; Zhang, 2007; Zhang et 

al., 2017). 

2.4 Probability-ranking with optimal mix strategy 

There are m available states, n plans, and the benefit matrix is (xij), i=1, 2, ..., n; j=1, 2, ..., m. The proportion of 

each plan is qi, i=1, 2, ..., n, ∑qi=1; only one of the states can occur in nature, and the probability of occurrence 

of each state, pj, is unknown, but p1p2…pm>0, j=1, 2, ..., m, and 

 

                        p j-pj+1≥Mj    j=1, 2, ..., m 

                        pm+1=0 

 

where, Mj≥0, ∑j×Mj<1. We pursue the maximal benefit (or minimal cost) 

 

                        min F  
                            m 
                        ∑pj×xij- F0       

                            j=1 

                        pj-pj+1≥Mj    j=1, 2, ..., m 

∑pj=1                         
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                        p j≥0    j=1, 2, ..., m 
 
This problem is equivalent to solving the optimal mix proportion qi, i=1, 2, ..., n, ∑qi=1, which is a linear 

programming problem (Huang et al., 1988) 

 

                        min Z=-F-∑Mi×hi 

                        -∑qi×xi1+h1+F0       

                        -∑qi×xik-hk-1+hk+F0      k=2, 3, ..., m 

∑qi=1                         

                        qi≥0     

                        hj≥0    i=1, 2, ..., n;  j=1, 2, ..., m 

 

3 Matlab Codes 

The following are the Matlab full codes of the assessment system, riskAssess.m 

 

valmat=input('Enter the excel file name of the benefit matrix, for example, raw.xls. The benefit matrix x=(xij)n*m, rows are the 

plans and columns are the available states: ','s'); 

x=xlsread(valmat); 

m=size(x,2); n=size(x,1);   

type=input('Enter the type of risk assessment (1: probability-deterministic assessment; 2: probability-interval assessment; 3: 

probability-ranking assessment; 4: probability-ranking with optimal mix strategy): '); 

if (type==1)     

prob=input('Enter the excel file name of the occurrence probabilities of available states, for example, prob.xls.: ','s'); 

disp('The file has 1 row and m columns, which store the occurrence probability of each state, pi, i=1,2,...,m.') 

p=xlsread(prob); 

if (abs(sum(p)-1)>0.1) 

disp('The sum of the probabilities of all states is required to be equal to 1, please check and correct and start again.'); 

pause; 

end 

d=p*x'; 

rr=sortrows([(1:n)' d'],-2);  

fprintf('Ranking  Plan  Expected benefit\n'); 

rk=[(1:n)' rr]; 

disp([rk]) 

end 

if (type==2)     

interv=input('Enter the excel file name of the probability intervals of available states, for example,, interv.xls.: ','s'); 

disp('The file has two rows and m columns. The first row and the second row store the lower limit and upper limit of the interval 

respectively; if the lower limit and upper limit are equal, then the two values in the first row and the second row are the same.') 

interv=xlsread(interv); 

de=sum(interv)==0; 

if (sum(de)~=0) 

disp('The following states are meaningless in this system, please delete them from the benefit matrix and the probability-interval 

matrix, and start again.'); 

find(de); 
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pause; 

end 

if (sum(interv(1,:))>1) 

disp('The sum of the lower limits of the probability intervals must be less than or equal to 1, please check and correct and start 

again.'); 

pause; 

end 

if (sum(interv(2,:))<1) 

disp('The sum of the upper limit of the probability intervals must be greater than or equal to 1, please check and correct and start 

again.'); 

pause; 

end 

s=round(100*m*(0.1+max(interv(2,:)-interv(1,:)))); 

r=zeros(1,m); q=zeros(1,m); 

u=zeros(m,s); w=zeros(1,m); 

d=zeros(1,m); tem=zeros(1,m); 

t=1; 

while (t<=s) 

tem=rand()*(interv(2,:)-interv(1,:))+interv(1,:); 

r(1)=tem(1); 

for i=2:m 

r(i)=r(i-1)+tem(i); 

end 

q=r/r(m); 

ran=rand(); 

for i=1:m 

if (i==1) re=0; 

else re=q(i-1); 

end 

if ((ran>re) & (ran<=q(i))) u(i,t)=1; break; end 

end 

t=t+1; 

end 

w=sum(u')/s; 

d=w*x'; 

rr=sortrows([(1:n)' d'],-2);  

fprintf('Ranking  Plan  Expected benefit\n'); 

rk=[(1:n)' rr]; 

disp([rk]) 

end 

if (type==3)     

mi=input('Enter the excel file name of the probability difference of each pair of adjacent states, for example, mi.xls.: ','s'); 

disp('The file has 1 row and m columns, store the probability difference of each pair of adjacent states, mi, i=1,2,...,m.') 

alpha=input('Enter the compromise coefficient, the value is within (0,1): '); 

mi=xlsread(mi); 
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if (sum((1:m).*mi)>=1) 

disp('The occurrence probability mi of each pair of adjacent states must satisfy ∑i*mi<1. Please make adjustment and start 

again.'); 

pause; 

end 

w=zeros(1,m); s=zeros(1,n); d=zeros(1,n); 

for k=1:n  

for i=1:m  

t=0; 

for j=1:i  

t=t+x(k,j); 

end 

w(i)=t/i;  

end 

g=w(1); 

ll=w(1); 

for i=1:m  

if (w(i)>g) g=w(i); end 

if (w(i)<ll) ll=w(i); end 

end 

pp=0; u=0; 

for j=1:m  

q=0; 

for i=1:j   

q=q+x(k,i); 

end 

pp=pp+mi(j)*q; 

u=u+j*mi(j);  

end 

s(k)=(1-u)*g+pp; 

d(k)=(1-u)*ll+pp; 

end 

d=alpha*s+(1-alpha)*d;     

rr=sortrows([(1:n)' d'],-2);  

fprintf('Ranking  Plan  Expected benefit\n'); 

rk=[(1:n)' rr]; 

disp([rk]) 

end 

if (type==4)   

mi=input('Enter the excel file name of the probability difference of each pair of adjacent states, for example, mi.xls.: ','s'); 

disp('The file has 1 row and m columns, store the probability difference of each pair of adjacent states, mi, i=1,2,...,m.') 

mi=xlsread(mi); 

if (sum((1:m).*mi)>=1) 

disp('The occurrence probability mi of each pair of adjacent states must satisfy ∑i*mi<1. Please make adjustment and start 

again.'); 
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pause; 

end 

A=zeros(n+2*m+1,n+m+1); 

b=zeros(n+2*m+1,1); 

c=[zeros(1,n) -mi -1]; 

A(1,:)=[-x(:,1)' 1 zeros(1,m-1) 1];  

for i=2:m 

A(i,1:n)=-x(:,i)';  

A(i,n+i-1)=-1; A(i,n+i)=1; A(i,n+m+1)=1; 

end 

Aeq=[ones(1,n) zeros(1,m+1)]; 

beq=1; 

VLB(1:n+m)=zeros(n+m,1); 

VLB(n+m+1)=-Inf; 

VUB=[]; 

xx=linprog(c,A,b,Aeq,beq,VLB,VUB); 

disp('Optimal mix proportion of each plan') 

disp([xx(1:n)]) 

end 

 

Also, the full Matlab codes listed above, an demo data file, and an executable file package (Fig. 1), as the 

supplementary material (Zhang-Supplementary-Material.rar) of the present article, can be downloaded at 

http://www.iaees.org/publications/ journals/ces/articles/2023-13(2)/2-Zhang-Abstract.asp. 

 

 

 
Fig. 1 Command window of software running (Matlab environment). 
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4 Demostration 

Suppose there are 5 available states and 6 plans. The benefit matrix is as the following  

 

6 3 7 6 4

5 4 5 7 5

1 8 5 4 7

5 5 2 2 3

3 2 3 6 5

3 6 7 5 2

 

For the probability-interval assessment, the probability interval of occurrence of each state is as follows 

 

0.2 0.1 0.2 0.1 0.2

0.5 0.2 0.6 0.3 0.4

 

, then the ranking for plans is 

 

     Ranking   Plan     Expected benefit 

    1         1         5.4800 

    2         2         5.1800 

    3         3         4.6440 

    4         6         4.5400 

    5         5         3.7480 

    6         4         3.3240 

 

For the probability-ranking with optimal mix strategy, the probability difference of each pairs of adjacent 

states is 0.1, 0.1, 0.05, 0.05, 0.05, respectively (apparently ∑i×mi=0.9<1), then the optimal mix proportion of 

plans is calculated as: 1.0, 0, 0, 0, 0, 0, that is, plan 1 is the only option. 
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