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Abstract 

Based on the statistical significance testing, the Analysis of Variance (ANOVA) is one of the most popular 

statistics widely used in experimental sciences. However, in recent years, the statistical significance testing has 

been widely criticized for its various shortcomings. To address this problem, in present article we developed 

the new ANOVA methodology in the paradigm of new statistics. In this methodology, effect size testing is 

added to six most used ANOVA methods and the finer p-value standardard is used in the statistical 

significance testing of eight ANOVA methods. Both online and offline computational tools are developed for 

free use. 

 

Keywords analysis of variance (ANOVA); effect sizes; effect size testing; significance testing; standalone 

software; online computation. 

 

 

 

 

 

 

 

 

1 Introduction 

The Analysis of Variance (ANOVA) is one of the most popular statistics widely used in experimental sciences 

including biology, ecology, medicine, and agronomy, etc. The ANOVA theory originated from the British 

mathematician Fisher, and many ANOVA methods have been developed so far. ANOVA can be used to 

distinguish various variances according to the causes of variation; use appropriate variances as experimental 

errors to conduct significance tests, and find best treatment measures, etc. Traditionally, one can use ANOVA 

to compare whether there are significant differences among treatments and factors, and discover the 

interactions and causes between treatments or factors (Zhang and Qi, 2005).  

   ANOVA is based on the statistical significance testing (Fisher, 1935; Zhang, 2022c). Statistical 

significance tests are one of the most important statistical inference methods in statistics (Fisher, 1935; Yates, 

1951; Amrhein et al., 2019; Sellke et al., 2001; Zhang, 2022c). Whether a research result is statistically 

significant is mainly determined by using the p-value obtained from hypothesis testing (Bergstrom and West, 
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2021). The p-value is at the heart of the statistical significance testing (Sun, 2016; Zhang, 2022c). In recent 

years, however, the statistical significance testing have been questioned, mainly because the paradigm of 

significance tests is wrong, p-value is too sensitive, p-value is a dichotomous subjective index, and statistical 

significance is related to sample size, etc (Sellke et al., 2001; Trafimow and Marks, 2015; Baker, 2016; 

Wasserstein and Lazar, 2016; McShane and David, 2017; Amrhein et al., 2019; Tong, 2019; Wasserstein et al., 

2019; Zhang, 2022a-c). Statistical significance testing has been one of the sources of false conclusions and 

research reproducibility crisis (Ioannidis, 2005; Open Science Collaboration, 2015; Errington et al., 2021; 

Huang, 2021a-b, 2023; Kafdar, 2021; Nature Editorial, 2021; Vrieze, 2021; Zhang, 2022c). In the last year, 

Zhang (2022c) has reviewed and detailed p-value based statistical significance testing, including concepts, 

misuses, critiques, and solutions, etc. In recent years the search for better statistics to replace p-value based 

statistical significance testing is becoming a hot topic in statistics (Huang, 2021a-b, 2023). Many statisticians 

invoke to abandon p-value based statistical significance testing and replace them with effect size, Bayesian 

methods, meta-analysis, etc. For example, effect size is considered to be one of the main contents in new 

statistics (Cumming, 2013; Zhang, 2023). Different from the significance testing, the effect size paradigm 

guides researchers to pay attention to scientific significance (Cohen, 1988, 2008; Elis, 2010; Lenhard and 

Lenhard, 2016; Huang, 2021a-b, 2023; Zhang, 2022c). To address these problems in statistics, the construction 

of a new statistics, including the wide use of effect sizes, is argued. In addition to writing, publishing and 

adopting new statistical monographs and textbooks, the most urgent task is to revise and distribute various 

statistical software based on the new statistics for further use (Zhang, 2022a-c, 2023).  

In present article, we developed the new ANOVA methodology in the paradigm of new statistics. In this 

methodology, effect size testing was added to six most used ANOVA methods and the finer p-value standard 

was used in p-value statistical significance testing of eight ANOVA methods. Both online and offline 

computational tools are developed for free use. 

 

2 ANOVA (Analysis of Variance): New Statistics 

2.1 One-Factor ANOVA 

2.1.1 Randomized Complete Design  

Assuming that there are no subsamples in the experiment, the data matrix is（xij）, i=1,...,n; j=1,2,...,m, where n 

is the number of treatments and m is the number of replications. Calculate the sum of squares of treatments 

(SSt) and the sum of squares of errors (SSe) as follows 

 

SSt=(∑n
i=1(∑

m
j=1 xij)

2)/m-C   

SSe=∑
n
i=1∑

m
j=1 xij

2- SSt -C 

 

where C=(∑n
i=1∑

m
j=1 xij)

2/(n*m). The total degrees of freedom, the degrees of freedom of treatments, and the 

degrees of freedom of errors are  

 

df= n*m -1  

dft= n -1  

dfe= n*(m-1) 

 

Calculate F-value as the following  

 

F=(SSt/dft)/(SSe/dfe) 
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(1) Effect size testing  

Calculate the effect size measure, Cohen’s η2 (Cohen, 1988; Li, 2021; Zhang, 2022c) 

 

η2=Fdft/(Fdft+dfe) 

 

η2<0.10, no treatment effect; η2[0.10,0.30), small treatment effect; η2[0.30,0.50), intermediate treatment 

effect; η2≥0.50, large treatment effect. If there is at least an intermediate treatment effect (or small treatment 

effect, or large treatment effect, which is dependent upon research’s requirement), i.e., η2≥0.30, use the effect 

size measure, Cohen’s d, to compare between-mean differences of treatments (Cohen, 1988; Zhang, 2023). For 

a pair of treatments i and j (i,j=1,2,…,n; i≠j), Cohen’s d is 

 

d=(mj-mi)/((si
2+sj

2)/2)0.5 

 

where mi and mj are the mean of the two treatments i and j, respectively, and si and sj are the standard deviation 

of the two treatments i and j. |d|<0.20, no treatment effect; |d|[0.20,0.50), small treatment effect; 

|d|[0.50,0.80), intermediate treatment effect; |d|≥0.80, large treatment effect. 

(2) Significance testing 

There are significant differences among treatments, if F>Fα(dft, dfe), α=0.001, 0.0001, etc. If so, use LSD 

method to compare between-mean differences of treatments, i.e., calculate S=(2*(SSe/dfe)/m)1/2, thus 

LSDα=tα(dfe)*S. Calculate xbi - xbj, i,j=1,2,...,n; i≠j, xbi =∑m
j=1 xij/m. If (xbi - xbj)≥LSDα, there is a significant 

difference between treatments i and j. 

2.1.2 Randomized Block Design 

Assuming that there are no subsamples in the experiment, the data matrix is（xij）, i=1,...,n; j=1,2,...,m, where n 

is the number of treatments and m is the number of blocks. Calculate the total sum of squares (SST), the sum of 

squares of blocks (SSb), the sum of squares of treatments (SSt), and the sum of squares of errors (SSe) as 

follows 

 

SST=∑n
i=1(∑

m
j=1 xij

2)-C   

SSb=∑
m

j=1(∑
n
i=1 xij)

2/n-C 

SSt=∑
n

i=1(∑
m

j=1 xij)
2/m-C   

SSe= SST - SSb -SSt  

 

where C=(∑n
i=1∑

m
j=1 xij)

2/(n*m). The degrees of freedom of blocks, the degrees of freedom of treatments, and 

the degrees of freedom of errors are  

 

dfb= m -1  

dft= n -1  

dfe=(n-1)*(m-1)  

 

Calculate F-value as the following  

 

F=(SSt/dft)/(SSe/dfe)  

 

(1) Effect size testing 
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Calculate the effect size measure, Cohen’s η2 (Cohen, 1988; Li, 2021; Zhang, 2022c) 

 

η2=Fdft/(Fdft+dfe) 

 

η2<0.10, no treatment effect; η2[0.10,0.30), small treatment effect; η2[0.30,0.50), intermediate treatment 

effect; η2≥0.50, large treatment effect. If there is at least an intermediate treatment effect (or small treatment 

effect, or large treatment effect, which is dependent upon research’s requirement), i.e., η2≥0.30, use the effect 

size measure, Cohen’s d, to compare between-mean differences of treatments (Cohen, 1988; Zhang, 2023). For 

a pair of treatments i and j (i,j=1,2,…,n; i≠j), Cohen’s d is 

 

d=(mj-mi)/((si
2+sj

2)/2)0.5 

 

where mi and mj are the mean of the two treatments i and j, respectively, and si and sj are the standard deviation 

of the two treatments i and j. |d|<0.20, no treatment effect; |d|[0.20,0.50), small treatment effect; 

|d|[0.50,0.80), intermediate treatment effect; |d|≥0.80, large treatment effect. 

(2) Significance testing 

There are significant differences among treatments, if F>Fα(dft, dfe), α=0.001, 0.0001, etc. If so, use LSD 

method to compare between-mean differences of treatments. 

2.1.3 Randomized Block Design with Subsamples 

Assuming that there are subsamples in the experiment, the data matrix is（xijk）, i=1,...,n; j=1,2,...,h; k=1,2,...,m, 

where n is the number of treatments, m is the number of blocks, h is the number of subsamples. Calculate the 

total sum of squares (SST), the sum of squares of subsamples (SSb), the sum of squares of blocks (SSb), the sum 

of squares of treatments (SSt), the sum of squares of errors (SSe), and the sum of squares of sampling errors 

(SSs) as follows 

 

SST=∑n
i=1∑

h
j=1∑

m
k=1xijk

2-C   

SSu=∑
n

i=1∑
m

k=1(∑
h
j=1 xijk)

2/h-C 

SSb=∑
m

k=1 (∑
n
i=1∑

h
j=1 xijk)

2/(n*h)-C   

SSt=∑
n

i=1(∑
m

k=1∑
h

j=1xijk)
2/(m*h)-C 

SSe= SSu - SSb -SSt    

SSs= SST - SSu 

 

where C=(∑n
i=1∑

h
j=1∑

m
k=1 xijk)

2/(n*h*m). The total degrees of freedom, the degrees of freedom of subsamples, 

the degrees of freedom of blocks, the degrees of freedom of treatments, the degrees of freedom of errors, and 

the degrees of freedom of sampling errors are  

 

dfT= n*h*m -1  

dfu= n*m-1  

dfb= m -1  

dft= n -1  

dfe=(n-1)*(m-1)  

dfs=n*m*(h-1)  

 

Calculate F-value as the following  
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F=(SSt/dft)/(SSe/dfe)  

 

(1) Effect size testing  

Calculate the effect size measure, Cohen’s η2 (Cohen, 1988; Li, 2021; Zhang, 2022c) 

 

η2=Fdft/(Fdft+dfe) 

 

η2<0.10, no treatment effect; η2[0.10,0.30), small treatment effect; η2[0.30,0.50), intermediate treatment 

effect; η2≥0.50, large treatment effect. If there is at least an intermediate treatment effect (or small treatment 

effect, or large treatment effect, which is dependent upon research’s requirement), i.e., η2≥0.30, use the effect 

size measure, Cohen’s d, to compare between-mean differences of treatments (Cohen, 1988; Zhang, 2023). For 

a pair of treatments i and j (i,j=1,2,…,n; i≠j), Cohen’s d is 

 

d=(mj-mi)/((si
2+sj

2)/2)0.5 

 

where mi and mj are the mean of the two treatments i and j, respectively, and si and sj are the standard deviation 

of the two treatments i and j. |d|<0.20, no treatment effect; |d|[0.20,0.50), small treatment effect; 

|d|[0.50,0.80), intermediate treatment effect; |d|≥0.80, large treatment effect. 

(2) Significance testing 

There are significant differences among treatments, if F>Fα(dft, dfe), α=0.001, 0.0001, etc. If so, use LSD 

method to compare between-mean differences of treatments. 

2.1.4 Nested Design 

Assuming that the data matrix is（xijk）, i=1,...,n; j=1,2,...,h; k=1,2,...,m, where n is the number of treatments, m 

is the number of subsamples, h is the number of blocks. Calculate the total sum of squares (SST), the sum of 

squares of treatments (SSt), the sum of squares of blocks (SSb), and the sum of squares of errors (SSe) as 

follows 

       

SST=∑n
i=1∑

h
j=1∑

m
k=1xijk

2-C   

SSt=∑
n

i=1(∑
m

k=1∑
h

j=1 xijk)
2/(m*h)-C        

SSb=∑
n

i=1∑
h
j=1(∑

m
k=1xijk)

2/m- SSt -C   

SSe= SST - SSt -SSb  

 

where C=(∑n
i=1∑

h
j=1∑

m
k=1 xijk)

2)/(n*h*m). The total degrees of freedom, the degrees of freedom of treatments, 

the degrees of freedom of blocks, and the degrees of freedom of errors are 

  

dfT= n*h*m -1  

dft= n-1  

dfb= n*(h-1)  

dfe=n*h*(m-1)  

 

Calculate F-value as the following  

 

F=(SSt/dft)/(SSe/dfe)  
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(1) Effect size testing 

Calculate the effect size measure, Cohen’s η2 (Cohen, 1988; Li, 2021; Zhang, 2022c) 

 

η2=Fdft/(Fdft+dfe) 

 

η2<0.10, no treatment effect; η2[0.10,0.30), small treatment effect; η2[0.30,0.50), intermediate treatment 

effect; η2≥0.50, large treatment effect. If there is at least an intermediate treatment effect (or small treatment 

effect, or large treatment effect, which is dependent upon research’s requirement), i.e., η2≥0.30, use the effect 

size measure, Cohen’s d, to compare between-mean differences of treatments (Cohen, 1988; Zhang, 2023). For 

a pair of treatments i and j (i,j=1,2,…,n; i≠j), Cohen’s d is 

 

d=(mj-mi)/((si
2+sj

2)/2)0.5 

 

where mi and mj are the mean of the two treatments i and j, respectively, and si and sj are the standard deviation 

of the two treatments i and j. |d|<0.20, no treatment effect; |d|[0.20,0.50), small treatment effect; 

|d|[0.50,0.80), intermediate treatment effect; |d|≥0.80, large treatment effect. 

(2) Significance testing 

There are significant differences among treatments, if F>Fα(dft, dfe), α=0.001, 0.0001, etc. If so, use LSD 

method to compare between-mean differences of treatments. 

2.2 Two-Factor ANOVA 

2.2.1 Two-Factor Classification 

Assuming that the data matrix is（xijk）, i=1,...,n; j=1,2,...,m; k=1,2,...,r, where n is the number of levels of factor 

A, m is the number of levels of factor B, r is the number of replications. Calculate the total sum of squares 

(SST), the sum of squares of factor A (SSa), the sum of squares of factor B (SSb), the sum of squares of 

treatments’ combination (SSt), the sum of squares of interactions between factor A and factor B (SSab), and the 

sum of squares of errors (SSe) as follows 

 

SST=∑n
i=1∑

m
j=1∑

r
k=1xijk

2-C   

SSa=∑
n

i=1(∑
m

j=1∑
r
k=1 xijk)

2/(m*r)-C 

SSb=∑
m

j=1 (∑
n
i=1∑

r
k=1 xijk)

2)/(n*r)-C   

SSt=∑
n

i=1∑
m

j=1(∑
r
k=1xijk)

2/r-C, 

SSab= SSt - SSa -SSb   

SSe= SST - SSt 

 

where C=(∑n
i=1∑

m
j=1∑

r
k=1 xijk)

2/(n*m*r). The total degrees of freedom, degrees of freedom of factor A, the 

degrees of freedom of factor B, the degrees of freedom of treatments’ combination, the degrees of freedom of 

interactions between factor A and factor B, and the degrees of freedom of errors are 

 

dfT= n*m*r -1  

dfa= n-1  

dfb= m -1  

dft= n*m -1  

dfab=(n-1)*(m -1)  

dfe=n*m*(r-1)  
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Calculate F-values for factor A, factor B, and the interactions between factor A and factor B as follows 

 

Fa=(SSa/dfa)/(SSe/dfe)  

Fb=(SSb/dfb)/(SSe/dfe)  

Fab=(SSab/dfab)/(SSe/dfe)  

 

(1) Effect size testing 

Calculate the effect size measure, Cohen’s η2 (Cohen, 1988; Li, 2021; Zhang, 2022c), for factor A, factor B, 

and interactions between factor A and factor B 

 

 ௔ଶ=Fadfa/(Fadfa+dfe)ߟ

௕ߟ
ଶ=Fbdfb/(Fbdfb+dfe) 

௔௕ߟ
ଶ =Fabdfab/(Fabdfab+dfe) 

 

௔ଶߟ , ௕ߟ 
ଶ ,or ߟ௔௕

ଶ <0.10, no effect; ߟ௔ଶ , ௕ߟ 
ଶ ,or ߟ௔௕

ଶ [0.10,0.30), small effect; ߟ௔ଶ , ௕ߟ 
ଶ ,or ߟ௔௕

ଶ [0.30,0.50), 

intermediate effect; ߟ௔ଶ, ߟ௕
ଶ,or ߟ௔௕

ଶ ≥0.50, large effect. 

If there is at least an intermediate interaction effect (or small interaction effect, or large interaction effect, 

which is dependent upon research’s requirement), i.e., ߟ௔௕
ଶ ≥0.30, ANOVA should be terminated. Otherwise, 

continue for next steps. 

If there is at least an intermediate factor effect (or small factor effect, or large factor effect, which is 

dependent upon research’s requirement), i.e., ߟ௔ଶ≥0.30 (or ߟ௕
ଶ≥0.30), use the effect size measure, Cohen’s d, to 

compare between-mean differences of the factor A (or B) (Cohen, 1988; Zhang, 2023). For a pair of levels i 

and j (i,j=1,2,…,n; i≠j) of factor A (or B; i,j=1,2,…,m; i≠j), Cohen’s d is 

 

d=(mj-mi)/((si
2+sj

2)/2)0.5 

 

where mi and mj are the mean of the two levels i and j, respectively, and si and sj are the standard deviation of 

the two levels i and j. |d|<0.20, no level effect; |d|[0.20,0.50), small level effect; |d|[0.50,0.80), intermediate 

level effect; |d|≥0.80, large level effect. 

(2) Significance testing 

For significance testing, there are significant differences among treatments (levels) of factor A, if F>Fα(dfa, 

dfe); there are significant differences among treatments (levels) of factor B, if Fb>Fα(dfb, dfe); there are 

significant differences among the interactions between factor A and factor B, if Fab>Fα(dfab, dfe). α=0.001, 

0.0001, etc.  

If Fab≤Fα(dfab, dfe), use LSD method to compare between-mean differences. Calculate  

 

Sa=(2*(SSe/dfe)/(m*r))1/2  

Sb=(2*(SSe/dfe)/(n*r))1/2 

 

And the corresponding LSDs are 

 

LSDα=tα(dfe)*Sa  

LSDα=tα(dfe)*Sb 
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Calculate the difference of pairwise means above and if it is greater than the corresponding LSDα, then the 

difference of means are significant. 

2.2.2 Two-Factor Randomized Complete Block Design 

Assuming that the data matrix is（xijk）, i=1,...,n; j=1,2,...,m; k=1,2,...,r, where n is the number of levels of factor 

A, m is the number of levels of factor B, r is the number of replications. Calculate the total sum of squares 

(SST), sum of squares of factor A (SSa), the sum of squares of factor B (SSb), the sum of squares of treatments’ 

combination (SSt), the sum of squares of interactions between factor A and factor B (SSab), the sum of squares 

of blocks (SSu), and the sum of squares of errors (SSe) as follows 

 

SST=∑n
i=1∑

m
j=1∑

r
k=1xijk

2-C   

SSa=∑
n

i=1(∑
m

j=1∑
r
k=1 xijk)

2/(m*r)-C 

SSb=∑
m

j=1 (∑
n
i=1∑

r
k=1 xijk)

2)/(n*r)-C   

SSt=∑
n

i=1∑
m

j=1(∑
r
k=1xijk)

2/r-C, 

SSab= SSt - SSa -SSb   

SSu=∑
r
k=1(∑

n
i=1∑

m
j=1xijk)

2/(n*m)-C  

SSe= SST - SSt- SSu 

 

where C=(∑n
i=1∑

m
j=1∑

r
k=1 xijk)

2/(n*m*r). The total degrees of freedom, the degrees of freedom of factor A, the 

degrees of freedom of factor B, the degrees of freedom of treatments’ combination, the degrees of freedom of 

interactions between factor A and factor B, and the degrees of freedom of blocks, and degrees of freedom of 

errors are 

 

dfT= n*m*r -1  

dfa= n-1  

dfb= m -1  

dft= n*m -1  

dfab=(n-1)*(m -1)  

dfu=r-1  

dfe=(n*m-1)*(r-1)  

 

Calculate F-values for factor A, factor B, the interactions between factor A and factor B, and blocks as follows 

 

Fa=(SSa/dfa)/(SSe/dfe)  

Fb=(SSb/dfb)/(SSe/dfe)  

Fab=(SSab/dfab)/(SSe/dfe)  

Fu=(SSu/dfu)/(SSe/dfe)  

 

(1) Effect size testing 

Calculate the effect size measure, Cohen’s η2 (Cohen, 1988; Li, 2021; Zhang, 2022c), for factor A, factor B, 

and interactions between factor A and factor B 

 

 ௔ଶ=Fadfa/(Fadfa+dfe)ߟ

௕ߟ
ଶ=Fbdfb/(Fbdfb+dfe) 

௔௕ߟ
ଶ =Fabdfab/(Fabdfab+dfe) 
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௔ଶߟ , ௕ߟ 
ଶ ,or ߟ௔௕

ଶ <0.10, no effect; ߟ௔ଶ , ௕ߟ 
ଶ ,or ߟ௔௕

ଶ [0.10,0.30), small effect; ߟ௔ଶ , ௕ߟ 
ଶ ,or ߟ௔௕

ଶ [0.30,0.50), 

intermediate effect; ߟ௔ଶ, ߟ௕
ଶ,or ߟ௔௕

ଶ ≥0.50, large effect. 

If there is at least an intermediate interaction effect (or small interaction effect, or large interaction effect, 

which is dependent upon research’s requirement), i.e., ߟ௔௕
ଶ ≥0.30, ANOVA should be terminated. Otherwise, 

continue for next steps. 

If there is at least an intermediate factor effect (or small factor effect, or large factor effect, which is 

dependent upon research’s requirement), i.e., ߟ௔ଶ≥0.30 (or ߟ௕
ଶ≥0.30), use the effect size measure, Cohen’s d, to 

compare between-mean differences of the factor A (or B) (Cohen, 1988; Zhang, 2023). For a pair of levels i 

and j (i,j=1,2,…,n; i≠j) of factor A (or B; i,j=1,2,…,m; i≠j), Cohen’s d is 

 

d=(mj-mi)/((si
2+sj

2)/2)0.5 

 

where mi and mj are the mean of the two levels i and j, respectively, and si and sj are the standard deviation of 

the two levels i and j. |d|<0.20, no level effect; |d|[0.20,0.50), small level effect; |d|[0.50,0.80), intermediate 

level effect; |d|≥0.80, large level effect. 

(2) Significance testing  

There are significant differences among treatments (levels) of factor A, if F>Fα(dfa, dfe); there are significant 

differences among treatments (levels) of factor B, if Fb>Fα(dfb, dfe); there are significant differences among 

blocks, if Fu>F(dfu, dfe); there are significant differences among the interactions between factor A and factor B, 

if Fab>Fα(dfab, dfe). α=0.001, 0.0001, etc.  

   If Fab≤Fα(dfab, dfe), use LSD method to compare between-mean differences. Calculate  

 

Sa=(2*(SSe/dfe)/(m*r))1/2  

Sb=(2*(SSe/dfe)/(n*r))1/2  

 

And the corresponding LSDs are 

 

LSDα=tα(dfe)*Sa  

LSDα=tα(dfe)*Sb  

 

Calculate the difference of pairwise means above and if it is greater than the corresponding LSDα, then the 

difference of means are significant. 

2.3 Multi-Factor ANOVA  

2.3.1 Split Design 

Assuming that blocks are randomly designed, and main treatments and sub-treatments are fixed. The data 

matrix is（xijk）, i=1,...,n; j=1,2,...,h; k=1,2,...,m, where n is the number of main treatments, h is the number of 

sub-treatments, and m is the number of blocks. Calculate the total sum of squares (SST), sum of squares of 

main-blocks (SSm), the sum of squares of blocks (SSr), the sum of squares of main treatments (SSa), the sum of 

squares of errors of main blocks (SSea), the sum of squares of treatments’ combination (SSt), the sum of squares 

of sub-treatments (SSb), the sum of squares of the interactions between main treatments and sub-treaments 

(SSab), and the sum of squares of errors of sub-blocks (SSeb) as follows 
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SST=∑n
i=1∑

h
j=1∑

m
k=1xijk

2-C   

SSm=∑n
i=1∑

m
k=1(∑

h
j=1 xijk)

2/h-C 

SSr=∑
m

k=1 (∑
n

i=1∑
h

j=1 xijk)
2)/(n*h)-C   

SSa=∑
n

i=1(∑
m

k=1∑
h

j=1xijk)
2/(m*h)-C 

SSea= SSm - SSr -SSa   

SSt=∑
n

i=1∑
h
j=1(∑

m
k=1xijk)

2/m-C 

SSb=∑
h

j=1(∑
n
i=1∑

m
k=1xijk)

2/(n*m)-C  

SSab= SSt - SSa -SSb   

SSeb= SST - SSr -SSt - SSea  

 

where C=(∑n
i=1∑

h
j=1∑

m
k=1 xijk)

2/(n*h*m). The total degrees of freedom, the degrees of freedom of main-blocks, 

the degrees of freedom of blocks, the degrees of freedom of main treatments, the degrees of freedom of main 

blocks, the degrees of freedom of treatments’ combination, the degrees of freedom of sub-treatments, the 

degrees of freedom of the interactions between main treatments and sub-treaments, and the degrees of freedom 

of sub-blocks are 

 

dfT= n*h*m -1  

dfm= n*m-1  

dfr= m -1  

dfa= n-1  

dfea= dfm- dfr- dfa  

dft=n*h - 1  

dfb=h - 1  

dfab=(n-1)*(h-1)  

dfeb=n*(h-1)*(m-1)  

 

Calculate F-values for main treatments, sub-treatments, and the interactions between main treatments and 

sub-treaments as follows 

 

Fa=(SSa/dfa)/(SSea/dfea)  

Fb=(SSb/dfb)/(SSeb/dfeb)  

Fab=(SSab/dfab)/(SSeb/dfeb)  

 

For significane testing, there are significant differences among main treatments, if F>Fα(dfa, dfea); there are 

significant differences among sub-treatments, if Fb>Fα(dfb, dfeb); there are significant differences among the 

interactions between main treatments and sub-treaments, if Fab>Fα(dfab, dfeb). α=0.001, 0.0001, etc.  

If Fab≤Fα(dfab, dfeb), use LSD method to compare between-mean differences. Calculate  

 

Sa=(2*(SSea/dfea)/(h*m))1/2  

Sb=(2*(SSeb/dfeb)/(n*m))1/2  

Sab=(2*(SSeb/dfeb*(h-1)+SSea/dfea)/(h*m))1/2  

 

And the corresponding LSDs are 
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LSDα=tα(dfea)*Sa  

LSDα=tα(dfeb)*Sb  

LSDα=Sab*((h-1)*SSeb/ dfeb* tα(dfeb)+ SSea/ dfea*tα(dfea))/((h-1)* SSeb/ dfeb+SSea/dfea) 

 

Calculate the difference of pairwise means above and if it is greater than the corresponding LSDα, then the 

difference of means are significant. 

2.3.2 Orthogonal Design 

Assuming that blocks are randomly designed, the data matrix is（xij）, i=1,...,n; j=1,2,...,w+(m-w)+r, where n is 

the number of treatments, w is the number of factors, and m is the number of blank columns, and r the number 

of replications. xij are the levels of factors, i=1,...,n; j=1,2,...,w+(m-w); xij are experimental results, i=1,...,n; j= 

w+(m-w)+1,...,w+(m-w)+r. Assuming that q is the number of levels of the factor. First, calculate 

 

    si=∑
m+r

j=m+1xij, i=1,...,n       

    kkij=∑
n

k=1sk, i=1,...,q; j=1,2,...,m; xkj=i 

    pij=kkij/(w*r)    

    rj=max pij- min pij,   i=1,...,q; j=1,2,...,w 

 

Calculate the total sum of squares (SST), sum of squares of blocks (SSr), the sum of squares of factors (SSj), the 

sum of squares of columns (SSc), and the sum of squares of errors (SSe) as follows 

 

    SST=∑n
i=1∑

m+r
j=m+1xij

2-C   

    SSr=∑
m+r

j=m+1∑
n
i=1(∑

h
j=1 xij)

2/n-C 

    SSj=∑
q

i=1 kkij
2/(r*q)-C, j=1,2,...,w;   

    SSc=∑
m

j=w+1∑
q
i=1kkij

2/(r*q)-C    

    SSe= SST - SSr -SSc-∑
w

j=1SSj 

 

where C=(∑n
i=1 si)

2/(n*r). The total degrees of freedom, degrees of freedom of blocks, the degrees of freedom 

of factors, the degrees of freedom of columns, and the degrees of freedom of errors are 

 

    dfT= n*r -1  

    dfr= r-1  

    dfj= q -1  

    dfc=(m-w)*(q-1)  

    dfe= dfT - dfr-n+1  

 

   For significane testing, calculate F-values for blocks, factors, and empty columns as follows 

 

    Fr=(SSr/dfr)/(SSe/dfe)  

    Fj=(SSj/dfj)/(SSe/dfe)  

    Fc=(SSc/dfc)/(SSe/dfe) 

 

   There are significant differences among blocks, if Fr>Fα(dfr, dfe); there are significant differences among 

factors, if Fj>Fα(dfj, dfe), and there are significant differences among blank columns, if Fc>Fα(dfc, dfe). α=0.001, 

0.0001, etc. 
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2.4 Effect size testing and significance testing  

In addition to the adoption of more stringent p-values in significance testing, effect size tesing in present study 

is a methodology of ANOVA in the paradigm of new statistics (effect size tesing for Split Design and 

Orthogonal Design will be created in the future). To avoid the shortcomings of p-value based significance 

testing in traditional statistics, the results of effect size testing should be the prioritized consideration in 

ANOVA, supplemented by the results of significance testing, or at least the two results should be verified 

mutually. More ideally, all ANOVA results are suggested being verified by other professional knowledge and 

experimental facts in order to draw the most reliable conclusions. 

 

3 Description of Data Matrix 

For offline tool, the data matrix used in ANOVA is saved in the space delimited plain text file. The 

demonstration data matrices for the ANOVA methods, Randomized Complete Design (ANOVA-1), 

Randomized Block Design (ANOVA-2), Randomized Block Design with Subsamples (ANOVA-3), Nested 

Design (ANOVA-4), Two-Factor Classification (ANOVA-5), Two-Factor Randomized Complete Block 

Design (ANOVA-6), Split Design (ANOVA-7), and Orhogonal Design (ANOVA-8) in present study are 

indicated in Fig. 1.  

The data formats are described as follows (Fig. 1) 

   Randomized Complete Design (ANOVA-1): No. treatments (total rows) = 6, No. replications (total 

columns) = 5. 

Randomized Block Design (ANOVA-2): No. treatments (total rows) = 6, No. replications (total columns) = 

5. 

Randomized Block Design with Subsamples (ANOVA-3): No. treatments (total matrices) = 3, No. blocks 

(total columns) = 5, No. sub-samples (total rows in a matrix) = 6.  

Nested Design (ANOVA-4): No. treatments (total matrices) = 3, No. blocks (total rows in a matrix) = 6, 

No. sub-samples (total columns) = 5. 

Two-Factor Classification (ANOVA-5): No. levels of factor A (total matrices) = 3, No. levels of factor B 

(total columns) = 5, No. replications (total rows in a matrix) = 6. 

Two-Factor Randomized Complete Block Design (ANOVA-6): No. levels of factor A (total matrices) = 3, 

No. levels of factor B (total rows in a matrix) = 6, No. replications (total columns) = 5. 

Split Design (ANOVA-7): No. main treatments (total matrices) = 3, No. sub-treatments (total rows in a 

matrix) = 6, No. blocks (total columns) = 5. 

Orthogonalt Design (ANOVA-8): No. treatments (total rows) = 9, No. factors (IDs 1, 2 and 3 in the first 4 

columns) = 3, No. factor levels (the first 3 columns) = 3, No. columns (the first 4 columns) = 4, No. 

replications (the last 2 columns) = 2. 
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Fig. 1 Data formats of various ANOVA methods. 

 

 

 

4 Online and Offline Computational Tools 

4.1 Online tool 

The online tool, ANOVA-nSTAT.htm, for the ANOVA above is a web page that can be used on various web 

browsers (Fig. 2). Therefore, it is a platform independent online computational tool. It was developed based on 

JavaScript: 

http://www.iaees.org/publications/journals/ces/articles/2024-14(1)/ANOVA-nSTAT.htm  
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Fig. 2 The web page of the online tool, ANOVA-nSTAT.htm 
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4.2 Offline tool 

The offline tool, ANOVA-nSTAT.exe, for the ANOVA above is the standalone executable software that can 

be used on various Windows operational systems (Fig. 3, 4). It was developed using Delphi development tool. 

Included in a supplementary material package, the offline tool can be freely downloaded at: 

http://www.iaees.org/publications/journals/ces/articles/2024-14(1)/4-Zhang-Abstract.asp  

 

 

 

 
                             Fig. 3 Main window of offline tool, ANOVA-nSTAT.exe 
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Fig. 4 Main window of Randomized Complete Design of offline tool, ANOVA-nSTAT.exe 

 

 

5 An Example 

We use the demonstration data, ANOVA-1, for the analysis of Randomized Complete Design. The 

computational results of offline tool are as follows 

 

          ANOVA DATA 

 

          2  3  2  3  2   

          8  6  4  5  7   

          7  8  9  7  8   

          8  7  5  8  9   

          2  4  2  1  2   

          9  6  9  8  9   

------------------------------------------------------------------------------------------------------------------------------------- 

There are 6 treatments, 5 replications. 
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------------------------------------------------------------------------------------------------------------------------------------- 

 

  TREATMENT            MEAN            VARIANCE 

------------------------------------------------------------------------------------------------------------------------------------- 

      x1                    2.4                  0.3 

      x2                    6                    2.5 

      x3                    7.8                  0.7 

      x4                    7.4                  2.3 

      x5                    2.2                  1.2 

      x6                    8.2                  1.7 

------------------------------------------------------------------------------------------------------------------------------------- 

 

------------------------------------------------------------------------------------------------------------------------------------- 

 

EFFECT SIZE TESTING 

 

Effect size of treatments (Cohen's η2)=0.8409 

There is a large treatment effect. 

 

 x6           x5                x4              x3             x2 

------------------------------------------------------------------------------------------------------------------------------------- 

       x1         5.8(L)        0.2309(S)        4.3853(L)        7.6368(L)        3.0426(L)         

       x2         1.5181(L)     2.7938(L)        0.9037(L)        1.423(L)         

       x3         0.3651(S)     5.7455(L)        0.3266(S)         

       x4         0.5657(I)     3.9308(L)         

       x5         4.9827(L)         

------------------------------------------------------------------------------------------------------------------------------------- 

L: Large treatment effect; I: Intermediate treatment effect; S: Small treatment effect; N: No treatment effect. 

Effect size measure: Cohen's d. 

 

 

------------------------------------------------------------------------------------------------------------------------------------- 

SIGNIFICANCE TESTING 

 

TABLE OF VARIANCE ANALYSIS 

------------------------------------------------------------------------------------------------------------------------ 

    SOURCE                SS           DF            MS           F 

------------------------------------------------------------------------------------------------------------------------ 

 TREATMENTS   

                          183.8667       5             36.7733      25.3609** 

 ERROR             

                           34.8          24            1.45 

------------------------------------------------------------------------------------------------------------------------ 

**: p=0.0001; *: p=0.001 

65



Computational Ecology and Software, 2024, 14(1): 48-67 

 IAEES                                                                                      www.iaees.org    

 

LSD TESTS 

------------------------------------------------------------------------------------------------------------------------------------- 

                 x5           x1           x2         x4          x3   

------------------------------------------------------------------------------------------------------------------------------------- 

      x6          6**         5.8**        2.2         0.8         0.4   

      x3          5.6**       5.4**         1.8        0.4   

      x4          5.2**       5**          1.4   

      x2          3.8*        3.6*   

      x1          0.2   

------------------------------------------------------------------------------------------------------------------------------------- 

**: p=0.0001; *: p=0.001. 

 

 

   For effect size testing, we can find that treatment effect is large. There is an intermediate treatment effect 

between the treatmets 4 and 6. There are small treatment effects between the treatments 3 and 4 and between 

the treatments 3 and 6. There are large treatment effects for other paired treatments. In significance testing, the 

overall treatment effect is significant at p=0.0001 (confidence degree: 99.99%). However, there are not 

significant differences between the treatments 3 and 4 and the treatments 3 and 6. In these cases, we deeply 

confirm the common results of overall treatment effects of both testing, and tend to accept the results of effect 

size testing for the comparisons between the treatments 3 and 4 and between the treatments 3 and 6, if no more 

valuable information is available. 
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