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Abstract 

Malnutrition tends to be one of the most important reasons for child mortality in Tanzania and other developing 

countries, in most cases during the first five years of life. This research was conducted todevelop machine 

learning model for predicting fetal nutritional status. Several machine learning techniques such as AdaBoost, 

Logistic Regression, Support Vector Machine, Random Forest, Naïve Bayes, Decision Tree, K-nearest neighbor 

and Stochastic Gradient Descent, were used to categorize the children in the test dataset as “malnourished” or 

“nourished”. The accuracy, sensitivity, and specificity of these algorithms’ prediction abilities were 

comparedusing performance measures such as accuracy, sensitivity, and specificity. Results show that 

malnutrition status can be predicted using Random Forest machine learning technique which was about 98% and 

brings positive impact to the society. The study findings indicated a need for more attention on nutrition to 

expected mothers and children under five to be well administered with the government and the society at large by 

putting relevance to the suggestion that cooperation between government organizations, academia, and industry 

is necessary to provide sufficient infrastructure support for the future society.  
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1 Introduction 

Malnutrition remains endemic in many poor nations, particularly in Sub-Saharan Africa and parts of Asia. 

According to UNICEF, WHO and the World Bank, Stunting affected an estimated 22.0% or 149.2 million 

children under five (5yrs) globally in 2020, over a third resided in Africa (World Health Organization, 2021). In 

Tanzania, around 3 million children under five years of age are estimated to be stunted due to inadequate 

nutrition. The World Health Report (2003, 2003) argued that in Mainland, the level of stunting was considered to 

be very high (≥30%) in 15 regions out of 26 (Tanzania Food and Nutrition Center, 2015). Tanzania National 

Nutrition Survey (2018, 2019) reported that stunting affect about 10.0 % of children countrywide. Whereas the 

most affected regions with a prevalence of stunting exceeding 40% were mentioned to be Ruvuma (41.0%), 
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Iringa (47.1%), Rukwa (47.9%), Kigoma (42.3%), Njombe (53.6%) and Songwe (43.3%). While in Zanzibar, 

stunting rates were ranging from 20.4% in Stone Town to 23.8% in Unguja North.  

Proper diagnosis and treatment of malnutrition could reduce the risk of malnutrition. Various medical 

devices have been developed to assess children's nutritional status. The primary goal of the diagnostic 

procedures is to correctly predict the associated disease. Machine learning (ML), a scientific approach that 

combines artificial intelligence and statistical learning research, is a method for investigating large amounts of 

data in order to discover previously unknown relationships or patterns (Zhang, 2010; Zou et al., 2018; Alghamdi 

et al., 2017).  

In medical research, various machine learning algorithms have been used to predict a wide range of diseases 

(Zhao et al., 2017; Ion-Mărgineanu et al., 2017). Algorithms such as random forests, support vector machines, 

and artificial neural networks have been used to define the status of diseases using common risk variables. 

Kilicarslan et al. (2021) and Anand et al. (2020) used machine learning algorithms to predict childhood anemia. 

(Lai et al., 2019) used machine learning techniques to create predictive models for diabetes mellitus. Machine 

learning approaches are used in Fenta et al. (2021), Kaushik et al. (2021) and Browne et al. (2021) to develop 

child malnutrition prediction models. Therefore, this study observed the needs to use machine learning 

techniques for predicting fetal nutritional status on eliminating malnutrition in Tanzania. 

 

2 Materials and Methods 

The study setting was divided into four different categories of people living in Tanzania mainland. Data were 

collected in Dar es salaam, Arusha, Tabora, Njombe, Mufindi, Mafinga, Makambako and Iringa. The selection 

of the study areas was based on malnutrition existence of over 40% according to Tanzania Nutrition Survey of 

2018.  

Forms from physical and Reproductive and Child Health (RCH Cards for 0-59months were about 20,896 

and about 18,286 mothers’ data were collected from clinics. The data set was merged to have a complete data of 

a child to a mother and form a total of 14662 samples. 

2.1 Data cleaning and analysis  

The dataset which was combined with children under five and mothers were started to be learned from 18899 

samples with 22 columns and reduced to 14662 data entries with 12 columns by imputing the missing data and 

removing other data which were not relevant in thisresearch such as Iodine intake, Vitamin A, Blood group, 

names of mothers and children, region, level of education, residence and occupation. The dataset was then 

remained with the following features Age of a child in month, Height of a child in cm, Weight of a child in kg, 

Sex of a child, child food intake per day, Food group consumed by a child, Age of mom, BMI of mom, Height of 

mom in centimeter, Weight of mom in kg, Education level of a mom, No of Children ever born, Mom Food 

intake per day. 

2.2 Data analysis 

The study used Python language on Jupiter Anaconda and open-source library. Data were analyzed using pandas 

and numpy libraries, while the matplotlib library was used in visualization of the dataset. The distribution of 

curves of BMI calculations, Weight/Height, Height/Age and Weight/Age all followed bell shaped curves. The 

standard of living, education status, areas of locality, social distribution behavior deviation for the distribution of 

Height/Age z-score was analyzed. The standard deviations of Weight/Height z-score and Weight/ Age z-score 

for the selected regions were inside the acceptable range of thequality data. 

2.3 Machine learning models 

2.3.1 Logistic Regression (LR) 
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The most common statistical model for classification problems is logistic regression, which uses the maximum 

likelihood estimation process to estimate the parameter of interest. Let’s say there are n features denoted 

by. ܣ୲ ൌ ሺܣଵ, ……… . . , ௧ߚ ୬ሻ. Also letܣ ൌ ሺߚଵ, ……… .   .ሻ denote the model parametersߚ

Then there is the logic regression model, which is defined as  

 

log ቀ
ߙ

1 െ ߙ
ቁ ൌ ߠߨ  ݅             , ܣߚ ൌ 1,2…… . . ݊.                                                                                                     ሺ1ሻ 

 

where ߙ represents the chance of occurrence and event, and ሺ1 െ  denotes the probability of occurrence (ߙ

and event to the probability of occurrence and event to be shown as for the set.  

2.3.2 Support Vector Machine (SVM) 

The support vector Machine is a supervised machine learning approach that may be used to solve both 

classification and regression issues. It’s a system that uses a hyperplane to best separate the two classes. It is 

based on the premise that the assistance will be provided. The importance of vectors alone cannot be overstating, 

whereas other training samples can be disregarded. Though this type of classifier is viable in high dimensional 

spaces, the Radio Basis Function (RBF) kernel was also modified during the trials.  

2.3.3 Linear Discriminant Analysis (LDA) 

Linea Discriminant Analysis is a supervised machine learning technique for extracting the most important 

features from a dataset. It is used to avoid overfitting the data as well as to keep computing cost to minimum. 

This is done by projecting a feature space onto a lower-dimensional space with the best class detachability. The 

axes that are responsible for maximizing the segment among the various classes are given more emphasis in 

Linear Discriminant Analysis.  

2.3.4 K-nearest neighbors (k-NN) 

The supervised Machine Learning family of algorithms includes k-nearest neighbors (k-NN), a robust and 

versatile classifier. Because it makes no explicit assumptions about the distribution of the dataset, k-NN is a 

non-parametric algorithm. This method saves every single available case and categorizes new cases using a 

similarity metric. A case is assigned to a class that is generally regular among its k nearest neighbors, as 

determined by a distance function, based on a majority of votes cast by its neighbors.  

2.3.5 Random Forest (RF)  

Random Forest is a classification technique, which depends on “growing” a troupe of tree structured classifiers. 

To classify another individual, features of this individual are utilized for classification utilizing every 

classification tree in the forest. The grown trees are assembled randomly, and each tree gives a classification (or 

“voting”) for a class label. The decision depends on the majority votes over maximum trees in the forest. 

2.4 Implementing the machine learning algorithms  

In this study more than five machine learning (ML) algorithms (LR, SVM, LDA, k-NN and RF) were applied by 

utilizing a sample of 80% of the individuals in each group (training dataset, n=80%) and validated in the staying 

20% (test dataset, n=20%). All models were trained based on 10-fold cross validation. 10-fold cross validation 

were utilized on the training set, and the performance was estimated on the testing set.  

2.5 Model evaluation  

Several measures of parameters were taken into consideration as an evaluation some of them as shown here: -  

2.5.1 Accuracy 

The cornerstone for estimating the performance of any prediction model is accuracy. It calculates the proportion 

of correct predictions to total data points analyzed. The best accuracies acquired by multiple machine learning 
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algorithms after applying them are shown in this paper. The k-fold approaches, as well as feature selection 

Accuracy can be calculated mathematically as an illustrated here below:  

   

Accuracy

ൌ
݁ݒ݅ݐ݅ݏܲ ݁ݑݎܶ  ݁ݒ݅ݐܽ݃݁݊ ݁ݑݎܶ

݁ݒ݅ݐ݅ݏܲ ݁ݑݎܶ  ݁ݒ݅ݐܽ݃݁݊ ݁ݏ݈ܽܨ  ݁ݒ݅ݐ݅ݏ ݁ݏ݈ܽܨ   ݁ݒ݅ݐܽ݃݁ܰ ݁ݑݎܶ
                                                   ሺ2ሻ 

 
 

2.5.2 Sensitivity 

The fraction of true positive cases that were projected as positive (or true positive) is known as sensitivity. Recall 

is another name for it. This indicates that there will be a fraction of genuine positive cases that are mistakenly 

forecasted as negative (the false negative). This can also be expressed as a rate of false negatives. Sensitivity can 

be calculated mathematically as follows:  
 

Sensitivity ൌ
݁ݒ݅ݐ݅ݏܲ ݁ݑݎܶ

݁ݒ݅ݐ݅ݏܲ ݁ݑݎܶ  ݁ݒ݅ݐܽ݃݁݊ ݁ݏ݈ܽܨ
                                                                                                     ሺ3ሻ 

 
2.5.3 Specificity 

The fraction of real negative cases that were correctly predicted as negative (or true negative) is known as 

specificity. This indicates that a proportion of true negative cases will be forecasted as positive, which could be 

referred to as false positives. This can also be expressed as a rate of false positives. Specificity can be calculated 

mathematically as follows:  

 
Specificity

ൌ
݁ݒ݅ݐܽ݃݁ܰ ݁ݑݎܶ

݁ݒ݅ݐܽ݃݁ܰ ݁ݑݎܶ  ݁ݒ݅ݐ݅ݏܲ ݁ݏ݈ܽܨ
                                                                                                                        ሺ4ሻ 

 
 

The model was deployed on Mobile application to ease access to the community for the use of it to help 

health workers and social welfare officers and the families at large. The system was developed using the android 

studio development environment and firebase technology for the database. Java was the main programming 

language with CSS for styling and mark-up respectively with the HTML. The machine learning model 

wasdeployed in a developed system and the development of the system followed an object-oriented approach 

through the dynamic system development methodology.  

 

3 Results 

The results showed that children with severe acute malnutrition were frequently observed in Njombe and Iringa 

regions, whereas obesity was frequently observed in Dar es salaam and Arusha, and moderate malnutrition was 

mostlyobserved in Tabora region.  

The findings for the machine learning algorithms showed that random forest performed well for both the 

training and test datasets with 98 percent of performance measuresas compared to other algorithms as presented 

in the Table 1. 
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Table 1 Performance results of different Models. In each number (NO) of model type (type of model), percentage of accuracy 
result (Percent of accuracy results) are provided.  
 

No. Type of Model Percent of accuracy result 
1 Random forest 98 

2 Support Vector Machine 88 

3 AdaBoost 73 

4 Stochastic Gradient Decent 73 

5 Naïve Bayes 72 

6 Logistic Regression 88 

 
 
 

Precision which is positive predictive value showing the fraction of relevant instances among the retrieved 

instances, while recall which is known as sensitivity showing the fraction of relevant instances that were 

retrieved. Both precision and recall are captured based on relevance in Fig. 1. 
 
 
 
 

 
 

Fig. 1 Classification report of random forest model. In this model precision, recall, f1-score and support were provided. 
 

 
 

This confusion matrix was used to comparing predicted category labels to the true labels. We took in the list 

of actual labels, the list of predicted labels and an optional argument to specify the order of the labels. We have 

calculated the confusion matrix and get these results which have been displayed in Fig. 2. 
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4 Discussion 

This study, however, shows that machine learning algorithms and the use of mobile application can be used to 

predict malnutrition based on common risk factors and life style, which can aid in the creation of human 

behavior and treatments to avoid malnutrition among Tanzania’s children and expected mothers. 

On the age of giving birth the result shows that there is a big chance to streamline and make change to the 

society on nutrition behaviors as to make sure that may be the government should start giving nutritional 

supplements to ladies of such ages all over the country. 

The results on children nutrition status indicated that we are going to have a society with a big problem in 

nutrition so we need to make sure those who are having severe and moderate malnutrition status are helped to 

overcome that situation by providing them with needed balanced diet, while those who are obese and overweight 

were needed to follows the advice from nutritionist.  

The government has to give power to social welfare officers to collaborate with nutritionist to overcome this 

situation and if possible, some bylaws should be put in for the parents who will refuse to follow nutrition 

instruction to their children. 

There is need to change behavior of nutrition situation in our society. Nutritionist and social welfare officers 

have the mandate to spread and streamline behavioral aspect to overcome some nutrition problems which are 

caused by some culture and behavior.   

The main goal of this study is to predict malnutrition in children under the age of five. Several well-known 

machine learning (ML) methods were used to achieve our goal: AdaBoost, k-nearest neighbors (k-NN), Linear 

Discriminant Analysis (LDA), Support Vector Machine (SVM), Logistic Regression (LR), and Random Forest 

(RF), Decision Tree. These machine learning methods were tested on a sample of 80% of the dataset, (training 

dataset, n=11,649) and approved on the remaining 20% (test dataset, n=2,913). 10-fold cross validation was used 

to train all of the models. On the training set, we used 10-fold cross validation, and on the testing set, we 

estimated performance.  

The accuracy, sensitivity, and specificity of these several ML algorithms were compared using three 

performance parameters, such as accuracy, sensitivity, and specificity. 

The best results were achieved by the Random Forest algorithm, which had an accuracy of 97.92 percent, a 

sensitivity of 94.66 percent, and a specificity of 69.76 percent based on various performance parameters. 

Furthermore, Random Forest classification revealed a high level of discriminative ability. Along these lines, we 

can assume that the RF algorithm predicts nutritional status among Tanzania's under-five children moderately 

better than any of the other Machine Learning algorithms used in this study. However the Random Forest 

algorithm has the best prediction power when it comes to predicting childhood anemia (Khare et al., 2017). 

(Khan et al., 2019) identified several key traits. This could be because of the dataset they utilized. Finally, our 

findings suggest that when malnutrition prediction is a primary concern in Tanzania, random forest classification 

with random forest feature selection should be used. 

  

5 Conclusions 

We compared several machine learning algorithms for identifying whether a child is malnourished based on 

some risk variables in this study. The Random Forest algorithm outperformed the other algorithms in terms of 

classification accuracy for predicting malnutrition in Tanzania children. This study looks at the utility of 

Machine Learning calculations and mobile application as well as the importance of using common 

socio-demographic and health-related characteristics to predict nutritional status. Furthermore, our findings 

would be useful for subsequently identifying children at risk of malnutrition, providing policymakers and 
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medical service providers with a tool to make vital interventions and enhance care practices. As a result, a model 

based on the key risk factors could help prevent and control child malnutrition. 
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