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Abstract 

The increasing use of services and different applications of social networks has led to a wide range of research 

and studies in the field of information technology and computer networks towards such networks. Creating a 

wide platform for advertising in social networks and attracting more customers in this way has created a 

variety of ways to maximize profits. Therefore, due to the high importance of the propagation speed and the 

extent of advertising, the issue of influence maximization is considered special. The influence maximization 

can be described as: determining a small set of nodes capable of operating large waterfalls of behavior that are 

spread across the network. In other words, selection of a set of K nodes from a social network is in such a way 

that the influence of the node in the network has maximum value. Due to the high sensitivity of the influence 

maximization process, in this study we try to reduce the strengths and problems of previous strategies in this 

field by K-shell decomposition and community detection based on SLPA algorithm. The proposed approach in 

this research is based on the recognition of community based on SLPA algorithm, to make a better result by 

flexible and optimizing the decision making in exploration and extraction of societies. In both methods, 

K-shell analysis and community detection are used to choose the more influential nodes, which are 

proportional to the graph of social networks. The proposed method is evaluated based on two fundamental 

criteria of execution time and number of active nodes, which have better efficiency and efficiency compared to 

previous methods. 
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1 Introduction 

Social networks are comprised of individual nodes that exchange information through cooperation, 

conversation and friendship (Zhang, 2018). These networks play an important role in information broadcast. 

Damingos and Richardson offered influence maximization in social networks to improve marketing 

efficiency (Domingos and Richardson, 2001). This problem helps finding set of k nodes which are the most 

influential nodes based on spread model and it is an important problem associated to improving quality of 

products. For instance, in order to sell a new product with limited price, a company can select a limited 
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number of customers in a social network and offer them free instances of the product and expect them to 

introduce the product to their friends and influence behavior of their friends and then their friends also 

influence their friends; thus, their product is advertised widely. In this method, many of the nodes (customers) 

adopt a new product for advertisement. Many of the customers are considered as influential individual nodes; 

thus, the problem is how to select the set which can establish a wide advertisement. Like computer viruses in 

computer networks and epidemic in population and scandals in community, it is required to select influential 

nodes such that negative and destructive spread is prevented. Graph theory is a branch of mathematics which 

discusses graphs (Zhang, 2011, 2018); in fact, it is a branch of topology which is closely related to algebra 

and matrix theory (Nuwagaba and Hui, 2015.).  

 

2 Literature Review  

2.1 Independent cascade model  

In this model, the whole social network is represented as a graph in which vertices represent individuals and 

edges represent relationship among nodes. Some of these nodes are active and some of them are inactive. In 

addition, some of these nodes are not related to other nodes and some are extensively related to other nodes. 

Weight of edges represents relationship level and dependency of graph nodes. In fact, it describes a 

step-by-step broadcast procedure and it is concentrated on information transmitter. Information flow starts 

from primary nodes called seeds which are active at the beginning. When a node (seed) is activated for the 

first time at time instant t, it finds the possibility at the next step, t+1, to influence its inactive neighbors. This 

influence is proportional to predefined probability on the link between the two nodes. If the transmitter node 

succeeds to influence the other, the receiver node receives the information and tries to spread it in the network. 

It should be noted that whether the transmitter node influences the receiver node or not, the node cannot try to 

activate the receiver node in subsequent time steps. In the next step, the recently activated node is allowed to 

spread information in the network. Thus, as time goes on, active nodes of the network are increased. This 

procedure is continued in discrete time intervals until no active node becomes inactive.    

2.2 Linear threshold model  

In this model, like independent cascade model, social network is modelled using a graph in which vertices 

represent individuals and relationships among individuals are represented by edges. On the other hand, each 

vertex has two active and inactive modes. In this model, in addition to probability of influencing links, 

another parameter is also defined for each node, which determines influence threshold. Each node V selects 

its influence threshold randomly from [0, 1]. In this model, like ICM (independent cascade model), spread of 

influence in the network is repetitious in discrete time steps with this difference that focus is on information 

receiver node. In fact, this model investigates influence of neighboring nodes. Influence degrees on input 

links of a node v are selected such that total influence degrees from neighbors of that node do not exceed 1. In 

this model, a node is activated when total influence degrees received from active neighbors becomes greater 

than or equal to its influence threshold. 

 

3 Problem Statement  

Influence maximization is one of the basic problems in social networks. Viral marketing is one of the 

applications of this context (word of mouth). A small class of users is selected to accept a product and its 

word of mouth can result in wide acceptance of this product in social networks. Influence maximization can 

be defined as: determining a small set of nodes which are able to establish large cascades of behavior which 

is spread in the whole network. Influence maximization is selection of a set comprising k nodes of the social 

network such that its spread in the network is maximized. Motivation of the proposed method, C-K-shell, is 
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that in the previous study, K-shell was implemented on the whole network and a long time was spent to find 

influential nodes. In the proposed approach, SLPA algorithm is used to divide the network to smaller 

segments and K-shell is applied to each segment so that speed is increased and influential nodes are found 

faster.  

 

4 The Proposed Method  

4.1 Community detection K-shell (C-K-shell) method  

Purpose of this method is to increase influence in social networks. Considering increasing growth of social 

networks for information broadcast and advertisements in social networks, methods should be presented to 

offer announcements to fewer people and they should broadcast this information to influential individuals and 

spread information in the whole network. To this end, fast and scalable algorithms should be presented. If a 

network becomes large and larger, algorithm’s speed is not reduced. For example, there are one milliard 

members in Facebook and broadcasting information among one milliard people is very difficult which 

requires fast and scalable algorithms.  

C-K-shell which is presented in this paper operates based on LT model which is proposed to solve time 

and number of polluted nodes for increasing influence in social networks. General framework of this method 

is based on greedy algorithm which finds communities of each data using slap algorithm and uses capabilities 

of K-shell and community detection to offer a method for maximizing influence in social networks. First, it 

detects communities, allocates a share to each community, that is, it assigns a share of seeds to each 

community, and it is decomposed using K-shell algorithm, sorts them in descending order and selects seeds 

with maximum marginal effect. Using K-shell and community detection algorithms, propagation speed 

increases and influence maximization can be improved.  

 

 

 Fig. 1 The steps of proposed algorithm. 
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4.2 Suggested algorithm 

Algorithm 1: C-K-shell (G, k) 

Input: Graph G (V, E) and k (number of requested seeds) 

Output: k selected seeds 

Step 1: Community Detection 

CN = Detect communities of G using SLPA algorithm; 

Step 2: Community quota compotation 

Run k-shall Decomposition Algorithm Each community 

Community quota=K-shell*(community-degree)/(community-nodes) 

Step 3:candidate selection and sorting 

Sorting inflation nods by marginal 

Step 4: Select K seed 

Seeds = select k top seed nods 

Output k Seeds ; 

4.3 Steps of the proposed algorithm 

4.3.1 Community detection  

In the first step, communities of the input network are selected using SLPA algorithm. Fig. 1 shows 

simulation of information spread based on mutual influence of auditor. SLPA is used due to its high speed in 

community detection. This algorithm is the extended version of LPA (Label Propagation Model) method. In 

this method, each node first has one tag and it is updated continuously to achieve a proper similarity with 

neighboring nodes and tags. Separate sub graphs are extracted after completing execution steps. In order to 

involve overlap problem in sub graphs, each node repeats steps of the first procedure to a certain extent. In 

real procedures, nature of communities in social networks is dynamic and how information is received and 

how sub-communities are developed, changes continuously. The algorithm used in this section is developed 

to repeat communication of human factors in real world. In this method, unlike initial version of LPA, 

information is stored in each node incrementally and removing information in graph section is prevented. 

Pseudo-codes shows summarized procedure of the algorithm (Fig. 2). 

 

 

 

Fig. 2 Pseudo-codes of algorithm SLPA (Xie, 2011). 
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In general, SLPA has three main steps which are described in the following (Fig. 3):  

Step 1:  

A memory is created for each node which includes indicator and ID of each node.  

Step 2:   

The following steps are implemented continuously until the determined number of iterations is reached.  

- A node is selected as auditor.  

- All neighbors transmit a packet to the auditor as speaker. Iterations and probability of exchanging 

packets is stored in memory of auditor nodes.  

- Auditor node only accepts one of the tags received from its neighbors involving role of auditor. The 

selected tag is selected as the most popular tag among available information.  

Step 3:  

In the last step, post-processing is performed. Based on iterations of available tags in memory of each node, 

tag with maximum iteration is selected as tag of the community.  

 

 

Fig. 3 Converting the graph to the sub-graph. 

 

 

In the following, graphical steps of implementing the graph in SLPA is presented (Fig. 4).  
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Fig. 4 Execution steps of the algorithm. 

 

 

In order to analyze communities, some codes are presented to develop a modified version of the dynamic 

algorithm.  

4.3.2 K-shell decomposition and allocating share to each community based on number of nodes of each 

community  

In this step, second K-shell decomposition form is performed. K-shell decomposition is a method which 

ranks influential nodes with high efficiency in complex networks. However, its disadvantage is repetition and 

creating generated information while ranking influential nodes. This method is a new and fast ranking method 

for evaluating influence of each node; the assessment parameter of the proposed approach is iteration factor 

used in K-shell approach. Empirical results show that the proposed method outperforms other methods in 

terms of accuracy, efficiency and uniformity both in simulation and implementation. This approach shows 

that nodes with higher influence and accuracy are ranked in a separate list.  

According to the second Fig. 4, when communities are detected using SLPA algorithm and K-shell is 

performed on communities, a share is assigned to detected communities based on nodes of each community. 

For instance, 3 shares are given to the first community, 1 share is given to the second community; thus, a 
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share is allocated to each community. As shown in the Fig. 4, K-shell of some nodes is higher and K-shell of 

other nodes is smaller because nodes with higher K-shell have higher importance and higher share is 

allocated to them; no share is allocated to nodes with smaller K-shell; shares are increased and decreased 

based on K-shell.  

 

Community quota=K-shell*(community-degree)/(community-nodes) 

 

In this equation, in order to share K-shell communities, each node multiplied by number of edges externally 

connected to the community divided by number of nodes of each community is used; thus, a share of seeds is 

allocated to each community. Purpose of C-K-shell is to increase speed and detect influential nodes faster by 

dividing the network to smaller sections and performing K-shell on each section.  

4.3.3 Selecting candidate nodes and sorting them in descending order  

In this step, according to Fig. 4, after K-shell decomposition and allocating share to each community, 

candidate nodes are sorted. In this step, number of candidate nodes of each community is two times the share 

of each community. It is clear that in communities, the nodes which are closer to network center and have 

higher marginal effect are more important and more influential. After selecting candidate nodes, they are 

sorted in descending order.  

4.3.4 Selecting seeds  

In this step, k initial seeds are selected from list of important nodes such that they have maximum influence 

in the input network. Some of the superior nodes are selected from the sorted list based on their share and k 

top nodes which have a high rank are selected as the final k set.  

 

5 Related Studies  

Pittel et al. (1996) proposed a K-shell decomposition method to evaluate potential influence of nodes in 

which all nodes with degree 1 and connected edges are eliminated. When nodes with degree 1 are eliminated, 

some of the nodes might become single-edge or their degree becomes 1; thus, this procedure is continued 

until there is no single-edge node. The removed single-edge nodes are called shell-1. The same procedure is 

done for two-edge nodes which are called shell-2 and the procedure is continued for nodes of degree 3 and 4 

until the same score or K-shell is assigned to the nodes (Pittel et al., 1996). 

Kempe et al. (2003) proposed greedy algorithm in 2003 which can ensure quality of finding the optimal 

graph structure. But the algorithm is very time-consuming. Therefore, Linear Threshold and Independent 

Cascade models have recently attracted attentions for finding influential nodes in social networks (Wang, 

2015).  

Cost Efficient Lay Forward (CELF) was proposed by Leskovec et al. (2007), which is based on using 

influence extension function which is a submodular function; it increases different nodes to the current set S 

which adds the same element to a set better than S. Therefore, CELF decreases number of estimation 

extension function recall achieved through not employing similar recalls. Greedy algorithms have low 

execution time and its computations are performed in memory. However, time complexity of CELF in the 

first iteration is high and requires a long time for initialization (Zhou et al., 2017). 

In the heuristic method presented by Chen et al. (2010), a DAG is built for each node V, nodes are 

extended locally, DAG (Directed Acyclic Graph) is calculated and the basic node is selected based on the 

greedy algorithm. Execution time of this algorithm is acceptable but since it does not employ a proper storage 

structure, a large amount of memory is used to store a DAG for each node. Main idea of the proposed 

algorithm is to create local trees with starting or ending nodes and edges at each node; probability of 
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activating a node by other nodes is calculated in the foundation of neighboring nodes. Finally, one or several 

nodes with maximum probability are presented as influential nodes (Mihara, 2015; Gong, 2016).  

Kitsak et al. (2010) showed that most influential nodes are the ones concentrated in the network core 

known as K-shell decomposition; using this method, the network is decomposed to k shells and each node 

receives a K-shell value after decomposition which is based on its position. The closer it is to center of the 

networks, its score and K-shell would be higher.  

Guyal et al. (2011) proposed SIMPATH algorithm to decrease number of recalls. First, nodes of the graph 

axis are guessed and investigated in different iterations of neighboring nodes. Knowing extension values, 

basic nodes in K iterations are found. Yu et al. (2013) found influence route for each node V starting from V 

towards other nodes and calculating influence probability for each node. Node with maximum influence is 

selected as the main and effective node. The proposed algorithm has a proper and linear execution time and 

maximizes efficiency by parallelizing the multi-core system. Main disadvantage of this method is that 

influential active node with low quality is compared with other algorithms more than other datasets (Tsai, 

2015; Sankar, 2016). 

In 2016, Bagheri et al. (2016) proposed a fast and efficient algorithm for influence maximization in social 

networks called COMPATH since previous algorithms were not scalable and required long time in large 

networks. This algorithm investigates a few number of nodes, first the communities existing in social 

networks are detected and then seeds of important communities are obtained using COMPATH with this 

difference that a weight is considered for each edge. The related weight shows importance of nodes compared 

to each other. Empirical results show that their method gives better results compared to COMPATH and other 

methods. Quality of seeds show that this algorithm is very faster and more efficient than current algorithms 

(Bagheri et al., 2016).  

In 2017, Bagheri et al. proposed a method to maximize influence called FSIM. First, slap is used to detect 

communities, then each community is considered as a node. Then, a new network is created using detected 

communities. Then, candidate nodes of each community are selected and finally the final seed is selected 

among the candidate nodes. This algorithm can investigate nodes without loss of quality, find seeds quickly 

and maximize influence in social networks. Empirical results show that FSIM is faster and more scalable than 

other algorithms (Bagheri et al., 2017).  

The problem of optimization and optimization of the work has been presented in 2003 by Kempe et al., 

and they presented a greedy algorithm of GA by approximation, which can provide an optimal result of 

maximum effect. The algorithm iteratively selects nodes with the highest degree of the marginal effect, 

adding them to the K - node set and therefore, due to the time - consuming and not optimal solution, the 

overall solution is not appropriate. On the other hand, there is another algorithm that is very simple and very 

simple and has low computational cost, but because it has an unstable accuracy and is unreliable, we have 

used the advantage of greedy algorithms and new algorithms to solve these problems, and we have combined 

them together and presented a KDA algorithm (Kempe et al., 2003). 

Estevez et al. (2007) presented a method based on a greedy model to maximize the impact on the graph. 

They discussed and analyzed two main models in their work, including the linear threshold model as well as 

the independent development model. The methods presented in this study were analyzed and analyzed on the 

complex graph graphs of social networks. This method is one of the most suitable algorithms in terms of 

running time and has a linear running time but due to greedy approaches it has lower performance and in 

many cases ineffective or lower impact coefficients are selected. 

   Goa et al. (2013) investigated the problem of maximizing penetration from a new perspective. First, the K 

node is selected as the assumed base and effective set, in which the maximum influence on a set of target 
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nodes is considered to obtain a subset of effective nodes and high penetration communities. Infiltration 

coefficients under societies in which base nodes is examined from a public social network for characteristic 

index analysis (Chen, 2014). 

Kim et al. proposed a method in 2013 which includes selecting communities from the graph by a mixed - 

Markov chain approach. In each society a node is selected as an influential and influential node candidate. As 

a result, K nodes are selected by extending greater diffusion from candidate nodes and frequently have all the 

conditions of the effective node in those societies. The main problem of this algorithm is the lack of attention 

to the role of each community as a unit of influence and size of each community (Ni, 2017). 

Cheng et al. (2014) prioritize all the different segments of the input graph and then analyze the 

communities algorithm to update these rankings in different iterations. Then, based on this initial rank, the 

node expansion is estimated. In the greedy algorithm, this is mainly a region-based study that leads to the 

same inefficiency. 

In 2015, Wang et al. reviewed the issue of maximizing the impact of social media communications. In his 

thesis, he discussed two main issues. The first issue is the minimum number of communication links in which 

the goal is to find the minimum number of communication links that have the most impact on the entire 

network. The second problem is to maximize the impact on virtual networks, where the goal is to find a 

certain number of neighbors so that a set is selected that has the most impact on the original graph. They also 

investigated these two problems in different network states, such as rings, trees, and in-tree subgraphs, and 

proposed an algorithm for polynomial execution and suitable for solving these two problems. Proper 

execution times and inefficiencies for the filler and bulk graphs have been the features of the algorithm in 

question. 

   One of the major issues in this domain and the algorithms presented in the current domain is the high time 

run of the algorithms due to the complex nature of these types of problems and algorithms. Therefore, the 

optimal, economical and cost-effective choice of primary users to maximize the impact factor has been 

introduced. Applying a basic ranking model based on communication and its levels is a well-executed 

algorithm for analyzing such complex graphs. This algorithm has the proper time efficiency of polynomial 

degrees and the algorithm has difficulty finding sub-efficient spanning communities. This is a good method if 

you use graphs with a centrality (Chen et al., 2010). 

Guo et al. (2013) presented a method based on the discrete particle optimization model based approach to 

maximize the impact on different social network graphs in 2016. They also utilized their defined evaluation 

function on this dataset to improve the performance of the algorithm, which provides higher performance 

than other algorithms for investigating such graphs. Particle optimization algorithms and general evolutionary 

algorithms require appropriate evaluation function and optimal parameter determination. This feature reduces 

system runtime and system performance and makes it difficult to use for high-level problems. 

Liu et al. (2017) proposed a method based on priority selection and heuristics which are used to optimize 

the impact on virtual networks, and specifically the real models of these networks, which are dynamically 

changing. They were analyzed on Facebook databases, and Flickr was analyzed. This algorithm has a 

relatively convenient execution time but due to the lack of high - volume memory, there is no good 

performance in the issues of social networks as well as the lack of proper crack failure and local efficiency of 

parts of the algorithm is not appropriate for analysis of different graph problems. 

Zhu et al. presented a comprehensive analysis of the use of an algorithm to optimize the performance of 

current algorithms. They analyzed this type of algorithms in different manufacturing markets and showed that 

using data from this type of systems, the production and effect of different parts can be optimized if there is a 

more system for efficiency. one of the main issues in their analysis is the dynamic nature of the issue that is 
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constantly changing (Kim et al., 2013). 

Among proposed approaches, fuzzy modeling has used fuzzy modeling to maximize the influence factor 

in social networks and model based on the use of destination nodes. They also compared their proposed 

method in 2017 and tested and evaluated their results (Cheng et al., 2014). 

 

6 Analysis of Empirical Results  

The method proposed in this paper is implemented using visual studio 2015. The following Table 1 shows 

characteristics of the system on which the proposed method is implemented.  

 

Table 1 System specification for simulation and evaluation of results. 

Hardware / software Specification 

Operating system Windows 7 

Operating system type Operating system64bit 

MemoryRAM 4GB  – 3.06GB usable 

Processor Cpu:Intel® Core™2 Duo,2M cache, BUS 800MHz 

 

6.1 Datasets  

In this section, datasets studied in this paper are introduced. In order to evaluate the proposed solution, 

studies are performed on two real social networks including Epinions and NetHEPT.  

6.2 Epinions network  

Epinions is a site in which users can review advertisement items and score them. In this network, trust among 

users and scores assigned to items are combined to show specific items to each user and it is expected that 

higher score is assigned to that item. This large dataset includes 75000 nodes and 500000 edges.  

6.3 Nethept network  

This is a network comprised of cooperation among a set of networks adopted from “high energy physics 

theory” which has 15233 nodes indicating authors and 58891 edges representing cooperation among authors. 

This dataset is widely used to assess influence maximization.  

6.4 Evaluating efficiency of the algorithm  

The proposed algorithm employs K-shell to calculate influence of each node. The current algorithm offers 

better efficiency compared to CIM, PaS, CGA and other methods like ComPath. This algorithm not only 

offers better efficiency but also it has better execution time. An algorithm has high efficiency and quality 

when it has high spread of influence. The proposed approach is compared with other methods and its results 

are given in the following. Results of spread of influence are given for different number of seeds for input 

data of Epinions and NetHEPT. In the following, assessment diagrams for two datasets studied in this paper 

are investigated to compare quality of influential nodes.  
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Fig. 5 Number of activated nodes by the algorithm used and comparing it to the other five methods on NetHEPT data. 

 

 

As shown in the Fig. 5, as number of seeds increases, spread of influence also increases. On the other 

hand, performance of the proposed approach is improved as number of seeds increases. As number of seeds 

increases, system performance is also improved and offers better output compared to other methods except 

FSIM. In the following, results of applying the proposed approach on input data of NetHEPT are studied.  

Results of the proposed algorithm are more suitable and optimal than other methods. Results of the 

proposed approach are compared with 5 other methods. Results of NetHEPT are similar to the previous case. 

As number of seeds increases, the proposed algorithm performs better than other methods. Thus, using this 

approach might be better. This procedure is investigated using Epinions data (Fig. 6). 
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Fig. 6 Number of activated nodes by the algorithm used and its comparison on the other five methods on the Epinions data. 
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It is observed that results of Epinions are similar to previous case and efficiency of the proposed method 

can be seen obviously.  

Comparing execution time of the compared algorithms for two presented datasets, the following results 

are obtained. According to the results, the proposed algorithm has the best execution time and can compete 

with other algorithms in terms of execution time (Fig. 7-8).  

 

10 20 30 40 50

FSIM 0.88 0.90 0.91 0.92 0.93

CIM 1.48 1.65 1.81 1.98 2.20

ComPath 1.37 1.57 1.75 1.89 2.03

PaS 109.58 214.85 417.55 712.94 1133.18

CGA 199.60 298.72 449.45 698.84 1099.66

c‐k‐shell 0.966 1.058 1.0986 1.128 1.116
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Fig. 7 Comparison of the execution time of different algorithms per seed number per NetHEPT dataset. 

 

10 20 30 40 50

FSIM 16.27 17.63 19.06 20.70 22.54

CIM 172.58 291.45 422.14 566.00 724.11

ComPath 182.36 294.18 422.20 569.45 740.70

PaS 2179.00 5234.37 8902.77 13296.01 18576.78

CGA 2444.98 5706.60 9646.98 14415.81 20188.69

c‐k‐shell 133.91 223.83 347.58 409.37 483.35
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Fig. 8 Comparison of execution time of different algorithms per seed number per Epinions dataset. 

 

 

Since the proposed algorithm performs better than other methods, it is compared with 5 other methods in 

terms of execution time. Since the proposed method outperforms other methods, it is shown that it offers 

acceptable performance in terms of execution time. As can be seen in Fig. 7-8, CGA performs weaker than 

other methods.  

CIM, PaS, ComPath and CGA are implemented 25 times on Epinions and NetHEPT and their average is 
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calculated. As discussed in the previous sections, the proposed algorithm performs better than 4 other 

methods in terms of number of active nodes and execution time; but it performs approximately the same as 

FSIM in terms of execution time and number of active nodes. But the proposed method has shown proper 

performance in terms of execution time compared to CIM, PaS, ComPath and CGA. But it performs almost 

the same as FSIM.  

 

7 Conclusion  

In this paper, a fast and scalable algorithm is presented to maximize influence (C-K-shell) based on 

community detection networks. C-K-shell reduces number of nodes which should be investigated to find 

seeds without losing quality. C-K-shell uses SLPA to detect communities from input network and develop a 

new network. The new network has two nodes in which each node represents a community. Therefore, only a 

limited number of nodes are investigated so that speed is increased. Important communities are selected based 

on their connection strength in new networks. Important nodes of important communities are selected. Initial 

seeds are selected and after testing initial seeds, important nodes and final seeds are selected. Empirical 

results show that C-K-shell is the fastest algorithm compared to algorithms which can select high quality 

seeds. It is suggested to use different scales like close centrality, betweeness centrality and dynamic method 

for detecting communities and determining share of community (Shams and Khansari, 2014; Byron and 

Tennenhouse, 2015; Zhang, 2015; Khansari et al., 2016).   
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