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Abstract 

During the translation process, the genetic code is the nucleotide sequence that determines the amino acid 

sequence of protein molecules. A codon is a universal triplet of nucleotides that codes for an amino acid. A 

group G’s identity graph is a graph in which the vertex set is the set of all group elements and two vertices in 

G are adjacent if a.b = e, where e is the group's identity element. In this study, we looked at the identity graph 

in the genetic code algebra. In our current study, we have thoroughly discussed various measures of centrality. 

In addition to this analysis, the correlation coefficients between various centrality measures, clustering 

coefficient, degree of distribution, and skewness are all examined.  

 

Keywords amino acid; centrality measure; correlation coefficient; clustering coefficient; degree of distribution; 

genetic code; identity graph. 

 
 

 

 

 

 

 

 

1 Introduction 

Cells are the building blocks of all living things. Each cell contains a set of chromosomes that serve as the 

blueprint for the entire living organism. A chromosome is composed of genes (DNA sequences), each of 

which encodes a unique protein. A protein is a linear sequence of amino acids, which are the fundamental 

building blocks and functional components of living organisms. Twenty amino acids have been discovered to 

exist in proteins to date. Each of the three sequencing bases is a codon, which is a unit that specifies an amino 

acid. There are 64 codons with four bases. As a result, there must be some similarity, which means that more 

than one codon codes for the same amino acid. Synonymous codons are those that encode for the same amino 

acid. This is a one-to-many mapping of codons to amino acids. Furthermore, the UAA, UAG, and UGA 

triplets are known as stop codons and serve to terminate the translation process.  

The processes that allow information to flow from DNA to protein are transcription and translation (Shu, 

2017). Because of mutation, the sequencing bases are not duplicated exactly when the DNA strand is 

replicated. This influences protein formation. Mutations in genetics are classified as deletions, insertions, 

inversions, point mutations, and frame shifts. A point mutation is a one-base substitution in a genetic 
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sequence. Transition is a point mutation in genetics and molecular biology that converts the purine A and G to 

a purine or the pyrimidine C and U to a pyrimidine. A point mutation that converts a purine to a pyrimidine or 

vice versa is referred to as transversion. 

Various researchers have made a diverse range of contributions to the field of biological networks (Bagler 

and Sinha, 2007; Khansari et al., 2016; Zhang, 2016). Kundu (2005) investigated how hydrophobic and 

hydrophilic networks contribute to proteins' "small-world properties". He also discovered that the average 

degree of nodes in the hydrophobic network is higher than in the hydrophilic network. Jiao et al. (2007) used 

contact energy to investigate the weighted amino acids network and demonstrated that it satisfies the 

small-world property. Akhtar and Ali (2014) discovered an amino acid network that is dependent on codon 

mutations. According to their findings, the amino acids Arginine (high hydrophilic) and Serine (low 

hydrophilic) have the highest centrality values regardless of centrality measurement. Wuchty and Stadler (2003) 

investigated various biological network centrality measures. They concluded that the degree of vertex 

centrality alone is insufficient to distinguish between lethal and viable proteins. Newman (2002) investigated 

assortative mixing characteristics in protein association networks, neural networks, and food networks. 

Furthermore, he discovered that an assortative network can transmit information more efficiently than a 

disassortative network. The centralities of two biological networks: the transcriptional network and the PPI 

network, were investigated by Koschutzki and Schreiber (2004). Their findings suggested that when studying 

biological networks, different centrality measures should be considered. Ali and Akhtar (2016) created an 

amino acid network that depicts the amino acid's evolutionary pattern. They discussed different centrality 

measures for that network and discovered that when considering centrality measures such as degree centrality, 

closeness centrality, betweenness centrality, and eigenvector centrality, the hydrophobic amino acid Tyrosine 

(Y) has the highest centrality values. They also investigated the correlation coefficients between various 

measures of centrality. Zhang (2016) identified node attributes that have a significant impact on network node 

centrality. Identity graph of a group ܩ is a graph where vertex set is the set of all elements of the group and 

two vertices say ܽ and ܾ in ܩ are adjacent if ܽ. ܾ ൌ ݁ , where ݁ is the identity element of ܩ.  

In this paper, we tried to investigate the connection between identity graphs and genetic codes. The paper's 

outline is as follows. Section 2 gives a brief overview of the various centrality measures and introduces some 

basic graph theory concepts that serve as the foundation for our analysis. The identity graph derived from the 

codons and various centrality measures are discussed in Section 3. The bivariate correlation in centrality 

measures is also covered. We will examine some of the most crucial network parameters in section 4. The 

paper's conclusion can be found in Section 5.  

 

2 Fundamental Ideas for Graphs 

A graph G is an ordered triple ሺ ܸሺܩሻ, ,ሻܩሺܧ ߰ீሻ consisting of a nonempty set ܸሺܩሻ of vertices, a set 

ீ߰ ሻ, of edges, and an incidence functionܩሻ, disjoint from ܸሺܩሺܧ  that associates with each edge of ܩ an 

unordered pair of (not necessarily distinct) vertices of ܩ. If ݁ is an edge and ݑ and ݒ are vertices such that 

߰ீሺ݁ሻ ൌ  are called the ends of ݁. The ends of ݒ and ݑ the vertices ;ݒ and ݑ then ݁ is said to join ,ݒݑ

an edge are said to be incident with the edge, and vice versa. Two vertices which are incident with a common 

edge are adjacent, as are two edges which are incident with a common vertex. A walk in ܩ is a finite non-null 

sequence ܹ ൌ ଶݒଵ݁ଶݒ଴݁ଵݒ … ݁௤ݒ௤  , whose terms are alternately vertices and edges, such that, for 

1 ൑ ݅ ൑ the ends of ݁௜ ,ݍ  are ݒ௜ିଵ and ݒ௜ . We say that ܹ is a walk from ݒ଴ to ݒ௤, or a ሺݒ଴,  -௤ሻݒ
walk. If the edges ݁ଵ, ݁ଶ, . . . , ݁௤ of a walk ܹ are distinct, ܹ is called a trail. If the vertices ݒଵ, ,ଶݒ . . . ,  ௤ݒ

are distinct then ܹ  is called a path. Two vertices ݑ  and ݒ  of ܩ  are said to be connected if there is a 

ሺݑ, ܩ ሻ-path inݒ . If not, it is disconnected. Assume that ܩ  is a graph of order ݊, with vertex set ܸ ൌ
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ሼݒଵ ,   … … … .  ,      ݒ௡ሽ. The adjacency matrix of ܩ is the ݊ ൈ ݊ matrix ܣ ൌ ሺܽ௜௝ሻ, where ܽ௜௝ ൌ 1 if an edge 

exists between vertex ݒ௜  to vertex ݒ௝ and ܽ௜௝ ൌ 0 otherwise.  

2.1 The centrality of the graph 

In graph theory, centrality measure of a vertex represents its relative importance within the graph ܩ . It is a real 

valued function ݂: ܸ ՜ ܴ , where ܸ is the vertex set of the graph  ܩ. 

2.1.1 Degree centrality 

Degree centrality of a node ݑ, denoted by ܥௗሺݑሻ, is the number of nodes to which ݑ is directly connected.  

2.1.2 Closeness centrality 

Closeness centrality is defined as follows (Zhang, 2016) 

 

ሻݑ௖௟ሺܥ ൌ
ሺ݊ െ 1ሻ

∑ ݀ሺݑ, ௏אሻ௩ݒ
 

 

where, ݊ and ݀ሺݑ,  and ݑ ሻare the total number of nodes of the network and shortest path distance betweenݒ

   .ݒ

2.1.3 Betweenness centrality 

Betweenness centrality (Watts and Strogatz, 1998) of a node ݒ is defined as  

 

ሻݒ௕௧௪ሺܥ ൌ   ෍ ෍
ሻݒ௠௡ሺߪ
௏א௏௠ஷ௩א௠௡௡ஷ௩ߪ

 

where, ߪ௠௡  and ߪ௠௡ሺݒሻ are the number of shortest paths from vertex ݉ to ݊ and the number of shortest 

paths from ݉ to ݊  that pass through ݒ (Watts and Strogatz, 1998).    

2.1.4 Eigenvector centrality 

The eigenvector of the greatest eigenvalue of the adjacency matrix of the corresponding graph is the eigenvector 

centrality (Bonacich, 1972).  

2.2 Network parameters 

Biological networks employ a variety of network parameters. We have gone over three fundamental network 

parameters: clustering coefficient, degree of distribution, and skewness. 

2.2.1 Clustering coefficient 

Assume there is a node ݒ with degree ݇ in the undirected graph ܩ, and there are ݁ edges between ݒ's ݇ 

neighbours in ܩ. Then, in ܩ, the clustering coefficient of ݒ is defined as 

௩ܥ ൌ
2݁

݇ሺ݇ െ 1ሻ
 

Here, ܥ௩ calculates the ratio between the edge numbers among the neighbours of ݒ and the total possible edge 

numbers: ݇ሺ݇ െ 1ሻ/2 , where 0 ൑ ௩ܥ ൑ 1. 

2.2.2 Degree distribution 

In an undirected graph, the degree of a vertex is the number of links or edges the vertex has to the other vertices 

(Zhang, 2016, 2018). The degree distribution, ܲሺ݇ሻ, ݇ ൌ 0, 1, . . ., is then used to calculate the ratio of vertices 
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in the network with degree ݇. Mathematically, ௞ܲ ൌ
௡ೖ
௡

 , where ݊ is the network size and ݊௞ is the total 

number of vertices of degree ݇ in the network. 

2.2.3 Skewness 

Karl Pearson proposed measuring skewness for the first time in 1895. When the mean, median, and curve mode 

are not the same, the situation of skewness, which implies the absence of symmetry, exists in a curve. Positive 

skewness and negative skewness emerge in the distribution depending on the vertices and relative location of the 

mode, mean, and median. In our analysis, we take into account Karl Pearson's coefficient of skewness, denoted 

by ܵ௞ and defined by the formula ܵ௞ ൌ
ଷሺெ௘௔௡ିெ௘ௗ௜௔௡ሻ

ௌ௧௔௡ௗ௔௥ௗ ஽௘௩௜௔௧௜௢௡
 . The skewness value is within the range of െ3 

to ൅3. 

 

3 Graph on Genetic Code 

According to Sanchez et al. (2005), the four RNA (or DNA) bases can be arranged or ordered by taking into 

account their interactions with one another's codons and anticodons. The number of hydrogen bonds and the 

chemical type of bases (purine and pyrimidine) are important factors in this. From this, two orders of the base 

sets are obtained: ሼܣ, ,ܥ ,ܩ ܷሽ and ሼܷ, ,ܩ ,ܥ  ሽ. They explained sum operation of the bases obtained from theܣ

above two possible orders (ሼܣ, ,ܥ ,ܩ ܷሽ and ሼܷ, ,ܩ ,ܥ  ሽ) which makes the two sets isomorphic to ܼସ. Theܣ

sum operation of the bases obtained from the two possible orders is represented in Table 1. They also defined the 

sum and product operations on the codon set. The group derived from the set of codons was found to be 

isomorphic to the group of integer module 64, ሺܼ଺ସ, ൅ሻ. These two sum and product operations represent a 

ring structure that is isomorphic to the ring of ሺܼ଺ସ, ൅, . ሻ on the set of whole codons. The total graph of this 

ring structure ܼ଺ସ was described by Akhtar et al. in 2015. Boruah et al. (2022) observe that ܼସ ൈ ܼସ ൈ ܼସ 

forms a ring structure isomorphic to the ring of ሺܼସ ൈ ܼସ ൈ ܼସ, ൅, . ሻ  by using the ordered base set 

ሼܣ, ,ܥ ,ܩ ܷሽ isomorphic ܼସ from Sanchez et al., 2005. Here we have discussed identity graph by taking base 

set ሼܣ, ,ܥ ,ܩ ܷሽ and group ሺܼସ ൈ ܼସ ൈ ܼସ,൅ሻ. 
Codons 000–303 (codons ܼܺܣ) code for the most hydrophilic amino acids, while codons 030–333 (codons 

ܷܼܺ) code for the most hydrophobic amino acids (Table 3).  

 

Table 1 Sum operation on ሼܣ, ,ܥ ,ܩ ܷሽ & ሼܷ, ,ܩ ,ܥ  .ሽܣ

 

 

 

 

 

 

 

 

        +          A            C           G           U 

        A          A            C           G           U 

        C          C            G           U           A 

        G          G            U           A           C 

        U          U            A           C           G 

        +          U            G           C           A 

        U          U            G           C           A 

        G          G            C           A           U 

        C          C            A           U           G 

        A          A            U           G           C 
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Table 2 Product operation on ሼܣ, ,ܥ ,ܩ ܷሽ. 

 

 

 

 

 

Table 3 The genetic code table induced by the order {A, C, G, U}. 

 

  

 

Fig. 1 Identity graph of the 64 codons.  

                 A                    C                   G                  U  
      No   Codon     AminoAcid   No          Codon   AminoAcid   No         Codon       AminoAcid   No        Codon AminoAcid   
A 000          AAA              K  
     001         AAC              N 
     002         AAG              K 
     003         AAU              N    

010          ACA              T  
011          ACC              T 
012          ACG              T 
013          ACU              T       

020          AGA              R  
021          AGC              S 
022          AGG              R 
023          AGU              S       

030        AUA            I  
031        AUC            I 
032        AUG           M 
033        AUU           I       

A 
C 
G 
U 

C 100          CAA              Q  
     101         CAC              H 
     102         CAG              Q 
     103         CAU              H    

110          CCA              P  
111          CCC              P 
112          CCG              P 
113          CCU              P       

120          CGA              R  
121          CGC              R 
122          CGG              R 
123          CGU              R      

130          CUA             L  
131          CUC             L 
132          CUG             L 
133          CUU             L      

A 
C 
G 
U 

G   200         GAA              E   
      201         GAC              D   
      202         GAG              E 
      203         GAU              D   

210          GCA              A  
211          GCC              A 
212          GCG              A 
213          GCU              A      

220          GGA              G  
221          GGC              G 
222          GGG              G 
223          GGU              G      

230          GUA             V  
231          GUC             V 
232          GUG             V 
233          GUU             V      

A 
C 
G 
U 

U   300          UAA              -  
      301          UAC             Y 
      302          UAG              - 
      303          UAU             Y   

310          UCA              S  
311          UCC              S 
312          UCG              S 
313          UCU              S       

320          UGA              -  
321          UGC              C 
322          UGG             W 
323          UGU              C      

330          UUA             L  
331          UUC             F 
332          UUG             L 
333          UUU             F      

A 
C 
G 
U 

         .          A            C           G           U 

        A          A            A           A           A 

        C          A            C           G           U 

        G          A            G           A           G 

        U          A            U           G           C 
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3.1 The identity graph's centralities   

In this section, we computed various centrality measures to analyse the identity graph (Fig. 1) and displayed all 

results in Table 4.  

 

Table 4 Different codon centrality measures. 

Vertex Degree 

Centrality 

ሺࢊ࡯ሻ 

Closeness 

Centrality 

ሺ࢒ࢉ࡯ሻ 

Betweenness 

Centrality 

ሺ࢚࢝࢈࡯ሻ 

Eigenvector 

Centrality 

ሺࣅ࡯ሻ 

 1 1925 1 63 ࡭࡭࡭

0.508065 2 ࡭ࢁ࡭ 0 0.081907 

0.508065 2 ࡭࡯࡭ 0 0.081907 

 0.06594 0 0.504 1 ࡭ࡳ࡭

0.508065 2 ࡳࢁࢁ 0 0.081907 

0.508065 2 ࡳ࡯࡯ 0 0.081907 

0.508065 2 ࡯ࡳ࡭ 0 0.081907 

0.508065 2 ࢁࡳ࡭ 0 0.081907 

0.508065 2 ࢁ࡯࡯ 0 0.081907 

0.508065 2 ࡯ࢁࢁ 0 0.081907 

0.508065 2 ࡯ࢁ࡭ 0 0.081907 

0.508065 2 ࢁ࡯࡭ 0 0.081907 

0.508065 2 ࡯࡭࡭ 0 0.081907 

0.508065 2 ࢁ࡭࡭ 0 0.081907 

 0.06594 0 0.504 1 ࡳ࡭࡭

0.508065 2 ࡳࡳ࡯ 0 0.081907 

0.508065 2 ࡳࡳࢁ 0 0.081907 

0.508065 2 ࡳࢁ࡭ 0 0.081907 

0.508065 2 ࡳ࡯࡭ 0 0.081907 

 0.06594 0 0.504 1 ࡳࡳ࡭

0.508065 2 ࡯ࡳ࡯ 0 0.081907 
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0.508065 2 ࢁࡳࢁ 0 0.081907 

0.508065 2 ࡭ࡳ࡯ 0 0.081907 

0.508065 2 ࡭ࡳࢁ 0 0.081907 

0.508065 2 ࢁࢁ࡭ 0 0.081907 

0.508065 2 ࡯࡯࡭ 0 0.081907 

0.508065 2 ࢁࡳ࡯ 0 0.081907 

0.508065 2 ࡯ࡳࢁ 0 0.081907 

 0.06594 0 0.504 1 ࡳࡳࡳ

 0.06594 0 0.504 1 ࡭ࡳࡳ

0.508065 2 ࡳ࡯ࢁ 0 0.081907 

0.508065 2 ࡳࢁ࡯ 0 0.081907 

0.508065 2 ࢁࡳࡳ 0 0.081907 

0.508065 2 ࡯ࡳࡳ 0 0.081907 

0.508065 2 ࢁ࡭࡯ 0 0.081907 

0.508065 2 ࡯࡭ࢁ 0 0.081907 

0.508065 2 ࡭ࢁࢁ 0 0.081907 

0.508065 2 ࡭࡯࡯ 0 0.081907 

0.508065 2 ࡳࢁࡳ 0 0.081907 

0.508065 2 ࡳ࡯ࡳ 0 0.081907 

0.508065 2 ࡭࡯ࢁ 0 0.081907 

0.508065 2 ࡭ࢁ࡯ 0 0.081907 

0.508065 2 ࢁࢁࢁ 0 0.081907 

0.508065 2 ࡯࡯࡯ 0 0.081907 

 0.06594 0 0.504 1 ࡭࡭ࡳ

 0.06594 0 0.504 1 ࡳ࡭ࡳ

0.508065 2 ࡭࡭ࢁ 0 0.081907 

0.508065 2 ࡭࡭࡯ 0 0.081907 
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0.508065 2 ࢁ࡭ࢁ 0 0.081907 

0.508065 2 ࡯࡭࡯ 0 0.081907 

0.508065 2 ࢁ࡯ࢁ 0 0.081907 

0.508065 2 ࡯ࢁ࡯ 0 0.081907 

0.508065 2 ࡯࡯ࢁ 0 0.081907 

0.508065 2 ࢁࢁ࡯ 0 0.081907 

0.508065 2 ࡳ࡭࡯ 0 0.081907 

0.508065 2 ࡳ࡭ࢁ 0 0.081907 

0.508065 2 ࡯࡭ࡳ 0 0.081907 

0.508065 2 ࢁ࡭ࡳ 0 0.081907 

0.508065 2 ࡯ࢁࡳ 0 0.081907 

0.508065 2 ࢁ࡯ࡳ 0 0.081907 

0.508065 2 ࢁࢁࡳ 0 0.081907 

0.508065 2 ࡯࡯ࡳ 0 0.081907 

0.508065 2 ࡭࡯ࡳ 0 0.081907 

0.508065 2 ࡭ࢁࡳ 0 0.081907 

  

 

In an identity network, centrality parameters emphasize the degree of similarity or closeness of one node to 

another or to its neighbors. The average number of connections a node has with other nodes in the network is 

referred to as degree centrality. The greater the value of degree centrality, the greater the number of connections. 

After examining all of the codons (Table 4), it is discovered that codon ܣܣܣ has the highest value in all 

centrality measures. Codon ܣܣܣ is the only codon that is linked to every other codon. As a result, codon ܣܣܣ 

has the minimum cumulative shortest path distance and a high closeness centrality value. All of the observations 

show that the degree of the codon ܣܣܣ is high, and thus the betweenness centrality is also high. Furthermore, 

the sum of the direct and indirect links of the codon ܣܣܣ is found to be the greatest. As a result, eigenvector 

centrality is greatest in codon ܣܣܣ. The codon ܣܣܣ, which codes for lysine, had the highest degree of 

centrality and shared connections with all other codons, whereas the node ܣܩܣ, which codes for arginine, 

shared only ܣܣܣ's edge. Because arginine and lysine are both basic hydrophilic amino acids, ܣܩܣ showed 

only association with ܣܣܣ, differing only by a single nucleotide, i.e., in the second position. The shorter the 

distance between two nodes, the stronger the connection, and the higher the value of betweenness centrality, the 

greater the influence in the network. In both cases, the analysis of these parameters results in a higher value for 

the ܣܣܣ node. 
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3.2 The bivariate correlation of numerous centralities  

The bivariate correlation of different centrality measures for the identity graph was examined in this section. 

Correlation is the most important factor to consider when studying assortative or disassortative networks. The 

network is said to be assortative when nodes with higher degrees of connectivity appear to communicate with 

other nodes with higher degrees of connectivity. Higher degree nodes appear to communicate with lower degree 

nodes in a disassortative network (Newman, 2002). The correlation coefficients for each centrality measure are 

shown in Table 5.  

 

Table 5 Correlation coefficients for various measures of centrality. 

 ࢊ࡯  ࢒ࢉ࡯ ࢚࢝࢈࡯ ࣅ࡯

 0.999997 0.999155 0.999793 1 ࢊ࡯

 0.999739 0.999785 1 0.999793 ࢒ࢉ࡯

 0.999049 1 0.999785 0.999155 ࢚࢝࢈࡯

 1 0.999049 0.999739 0.999997 ࣅ࡯

 

All correlation coefficients ሺݎሻ are computed using Pearson's method. The value of ݎ can range between 

൅1 and െ1. ݎ ൐ 0 for an assortative network and ݎ ൏ 0 for a disassortative network. Table 5 demonstrates 

that all of the centrality measures in the graph are highly correlated. Consequently, in this network, these 

centrality measures representing different centrality features are closely related. It is common knowledge that 

assortative networks transfer information more quickly than disassortative networks (Newman, 2002). 

Furthermore, the above correlation coefficient indicates that the network is of the assortative type ሺݎ ൐ 0ሻ, 
implying that evolutionary information flow will be simple. 

 

4 Network Parameters 

To analyse biological networks, we employ different network parameters. We will look at a few of them in the 

following sections to figure out how the network communicates. 

4.1 Codon clustering coefficients 

The clustering coefficient is a metric that depicts the likelihood of dividing a graph into clusters. A cluster is a 

collection of nodes connected by multiple links. A node with a high clustering coefficient is closely related to 

neighbouring nodes. A node's clustering coefficient appears to have an effect on its neighbouring node, thereby 

stabilising the flow of information (Sengupta and Kundu, 2012). 

The clustering coefficients for all 64 codons in the Identity graph are shown in Table 6.  

 

 

Table 6 Clustering coefficient of the codons. 

࡭࡭࡭ ૙. ૙૚૝૜૜ૠ

࡭ࢁ࡭ 1

࡭࡯࡭ 1
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࡭ࡳ࡭ 0

ࡳࢁࢁ 1

ࡳ࡯࡯ 1

࡯ࡳ࡭ 1

ࢁࡳ࡭ 1

ࢁ࡯࡯ 1

࡯ࢁࢁ 1

࡯ࢁ࡭ 1

ࢁ࡯࡭ 1

࡯࡭࡭ 1

ࢁ࡭࡭ 1

ࡳ࡭࡭ 0

ࡳࡳ࡯ 1

ࡳࡳࢁ 1

ࡳࢁ࡭ 1

ࡳ࡯࡭ 1

ࡳࡳ࡭ 0

࡯ࡳ࡯ 1

ࢁࡳࢁ 1

࡭ࡳ࡯ 1

࡭ࡳࢁ 1

ࢁࢁ࡭ 1

࡯࡯࡭ 1

ࢁࡳ࡯ 1

࡯ࡳࢁ 1

ࡳࡳࡳ 0

࡭ࡳࡳ 0
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ࡳ࡯ࢁ 1

ࡳࢁ࡯ 1

ࢁࡳࡳ 1

࡯ࡳࡳ 1

ࢁ࡭࡯ 1

࡯࡭ࢁ 1

࡭ࢁࢁ 1

࡭࡯࡯ 1

ࡳࢁࡳ 1

ࡳ࡯ࡳ 1

࡭࡯ࢁ 1

࡭ࢁ࡯ 1

ࢁࢁࢁ 1

࡯࡯࡯ 1

࡭࡭ࡳ 0

ࡳ࡭ࡳ 0

࡭࡭ࢁ 1

࡭࡭࡯ 1

ࢁ࡭ࢁ 1

࡯࡭࡯ 1

ࢁ࡯ࢁ 1

࡯ࢁ࡯ 1

࡯࡯ࢁ 1

ࢁࢁ࡯ 1

ࡳ࡭࡯ 1

ࡳ࡭ࢁ 1

࡯࡭ࡳ 1
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ࢁ࡭ࡳ 1

࡯ࢁࡳ 1

ࢁ࡯ࡳ 1

ࢁࢁࡳ 1

࡯࡯ࡳ 1

࡭࡯ࡳ 1

࡭ࢁࡳ 1

 

 

A codon's clustering coefficient is determined by two factors: the degree of the codon and the number of 

direct connections between two neighbouring codons. Except for the codons ܩܩܩ ,ܩܩܣ ,ܩܣܣ ,ܣܩܣ ,ܣܣܣ, 

 all other codons have degree 2. Furthermore, the number of links between neighbouring ,ܩܣܩ and ,ܣܣܩ ,ܣܩܩ

codons is one, so with the exception of ܣܣܩ ,ܣܩܩ ,ܩܩܩ ,ܩܩܣ ,ܩܣܣ ,ܣܩܣ ,ܣܣܣ, and ܩܣܩ, all codons 

have a high clustering coefficient, i.e., 1. We discovered that the clustering coefficient for the entire graph is 

0.875224. Thus, after examining the graph's clustering coefficient and the clustering coefficients of the codons, 

we discovered that, with the exception of ܣܣܩ ,ܣܩܩ ,ܩܩܩ ,ܩܩܣ ,ܩܣܣ ,ܣܩܣ ,ܣܣܣ, and ܩܣܩ, the flow 

of evolutionary process is comparatively slow in the neighbourhood of other codons when compared to the entire 

graph. 

4.2 The degree of distribution  

We compute the degree of distribution of the nodes (codons) in the Identity graph of the 64 codons in this section. 

A node's degree in a network is defined as the number of links it has to other nodes. If a network has ݊ nodes 

and ݊௞ of them have degree ݇, we have the degree distribution ܲሺ݇ሻ ൌ ݊௞/݊. 

4.3 Skewness 

Skewness, as previously stated, is a measure of the asymmetry of a variable distribution (Zhang, 2018). The 

following formula yields the Karl Pearson's coefficient of skewness ሺܵ௞ሻ 
 

ܵ௞ ൌ
3ሺ݊ܽ݁ܯ െ݊ܽ݅݀݁ܯሻ
݊݋݅ݐܽ݅ݒ݁ܦ ݀ݎܽ݀݊ܽݐܵ

 

 

The distribution is symmetrical if ܵ௞ ൌ 0. If ܵ௞ ൐ 0, the distribution is positively skewed; otherwise, it is 

negatively skewed. 

Considering degree centrality from Table 4, we have found the Pearson's coefficient of skewness is 0.331. 

We can see that the skewness coefficient is positive. As a result, the degrees of distribution of the codons are 

skewed positively. 

 

5 Conclusion 

The Identity graph structure of the genetic code was investigated. Numerous centrality measures were employed 

as a graph theoretic tool to investigate the effects of each codon. Several centrality measures are discussed, and it 

is found that Codon ܣܣܣ has the highest centrality value of all of them. The ܣܣܣ codon, which encodes 

Lysine, shared a connection with all other codons, whereas the ܣܩܣ code for Arginine shared only one node 
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with ܣܣܣ (Lysine). This could shed light on the contiguous property of genetic codes, which played a critical 

role in the codon system's co-evolution. For example, when the amino acid Lysine was first synthesized from 

Asp (Aspartic acid), several different arrangements of genetic code may have occurred within Lysine in domains, 

and gradually ܣܣܣ and ܩܣܣ versions may have favored over others for Lysine, possibly due to the benefits 

of the presence of an Arginine domain adjacent to Lysine. As a result, we have concluded that codon ܣܣܣ play 

an important role in the evolution of amino acids. Furthermore, we examined the correlation coefficients of 

various codon centrality measures. All centrality measures were found to be highly correlated. Again, the 

correlation coefficient reveals that the network is assortative, implying that evolutionary information flow will 

be simple. When the clustering value of the codons is examined, it is clear that, with the exception of codons 

 .all of the codons have a high clustering coefficient ,ܩܣܩ and ,ܣܣܩ ,ܣܩܩ ,ܩܩܩ ,ܩܩܣ ,ܩܣܣ ,ܣܩܣ ,ܣܣܣ

As a result, with the exception of ܣܣܩ ,ܣܩܩ ,ܩܩܩ ,ܩܩܣ ,ܩܣܣ ,ܣܩܣ ,ܣܣܣ, and ܩܣܩ in the vicinity of 

other codons, the evolutionary process is quite slow when compared to the entire network. Another noteworthy 

finding is that the degree of distribution is positively skewed. 
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