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Abstract 

Amino acids are building blocks of proteins which are essential for all biological functions. Each amino acid 

has different physico-chemical characteristics. The interconnection between one amino acid with other amino 

acids in surrounding environment creates a network which is very complex in nature. Graph mining is most 

efficient and effective methods for analyzing various complex datasets. However, the knowledge discovery 

from those heterogeneous datasets is a nontrivial task. The computational method automate the prediction of 

patterns and less expensive than experimental methods in terms of resources and time. This paper presents 

amino acid network based on bond energy where different graph mining techniques are used to extract 

information from the network. Further, different centrality measures are calculated to analyze and determine 

the amino acids relative importance in this network. Also we have examined the clustering coefficient, 

correlation coefficient among different centrality measures, eccentricity and center of the network. Our results 

reveal significant insights into the evolutionary roles of amino acids, highlighting the centrality of hydrophilic 

amino acids and the unique positions of specific residues like Tryptophan and Glycine. These findings provide 

a deeper understanding of amino acid interactions and their evolutionary implications, demonstrating the 

effectiveness of computational methods in biological research. 

  

Keywords bond energy; centrality measure; clustering coefficient; eccentricity. 

 
 
 
 
 
 
 
 
 
1 Introduction 

The living organisms made up of cells and each cell from chromosomes which are identical in each cell. The 

chromosomes are made up by genes which are blocks of DNA. These Genes are codes for proteins. Protein is 

made up through twenty amino acids. Each amino acid is expressed by a triplet code. A codon is a three-base 

sequence that makes up a unit. In the genetic code, the second base position in a codon is biologically most 
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important, while the important of third base position is least. The chain of amino acids takes on different 

shapes for different proteins. The DNA/RNA is the chemical in the cells of animals and plants that carries 

genetic information. The nucleotides are the basic building blocks of DNA/RNA. Each nucleotide is made of 

sugar group (deoxyribose), phosphate group, and nitrogenous base such as Adenine (A), Cytosine (C), 

Guanine (G), or Thymine (T); one from each group. The helical backbone is composed of sugar and phosphate 

groups. The purines (Adenine and Guanine) and pyrimidines (Cytosine and Thymine) make the double helix in 

DNA/RNA.The nucleotides are connected through hydrogen bonds.  

The main goal of this work is to consider a network of different 20 essential amino acids on the basis of 

bond energy. In the area of interdisciplinary research, researchers made important contribution in the field of 

computational biology where complex biological networks are analyzed. Jiao et al. (2007) discussed the 

contact energy-based weighted amino acid network. Hussain and Boruah (2024) constructed a graph of amino 

acids based on property similarity and discussed different centrality measures to extract important amino acids 

which play an vital role in evolution of amino acids. They proved that a network of weighted amino acids can 

satisfy the “small-world property”. Aftabuddin and Kundu (2007) studied the hydrophobic, hydrophilic, and 

charged networks in protein. The hydrophobic network has the vertices which are hydrophobic amino acids, 

while the hydrophilic and charged network have hydrophilic and charged amino acids, respectively. The amino 

acids within a cutoff distance of 5Ao are considered. They observed that in the hydrophobic network the 

average degree is much higher than the average degree of hydrophilic and charged networks. The hydrophilic 

networks have a slightly higher average degree than the charged networks. The average strength of nodes in 

hydrophobic networks is almost comparable to that of charged networks, but hydrophilic networks have a 

lower average strength. Mukhopadhyay and Maulik (2014) discussed the viral-human protein interaction 

network and Chakrabarty and Parekh (2014) studied the protein network and discussed different centrality 

analysis of structural ankyrin repeats (ANK). They have considered amino acid network where alpha carbon 

atom as vertices of each amino acid and two vertices have an edge between them if their Euclidean distance 

between alpha carbon atoms within 7A0. According to Gohain et al. (2015), genetic code has a partial ordering 

and a lattice structure has been built from it. The structure of the genetic code and partial ordering in the base 

set are influenced by the codon-anticodon interaction, hydrogen bond number, and chemical classes of bases. 

There were some demonstrated connection in between the lattice structure of the genetic code and the 

physico-chemical properties of amino acids. Ali et al. (2016) developed a distance matrix of amino acids. The 

range is determined by the relative evolutionary relevance of the respective codons' nucleotide positions. A 

network of amino acids is constructed by using distance matrix. They propose that this network shows the 

amino acids evolutionary pattern. They also focused about the relative relevance of amino acids in this 

network. Bora et al. (2020) discussed structural similarity of amino acids (Ali and Borah, 2021) constructed a 

network on mutation of purine and pyrimidine. Jin et al. (2021) discussed deep learning on biological networks 

and give some future development prospects in this field. Calderer and Kuijjer (2021) discussed a bipartite 

graph in biological network. They have discussed the communities detect in bipartite biological networks. Ali 

Akhtar (2022) discussed balanced and unbalanced network in amino acids. In Kornev et al. (2022, some 

network parameters are studied to explain amino acid networks.  

This paper is arranged as follows: in section 2 discuss the concepts and techniques of graph and graph 

mining used in this paper. In section 3 construction of amino acid network and in section 4 analysis of amino 

acid network are discussed. In section 5 the conclusion of this paper is given. 

 

1 Concepts of Graph and Graph Mining Techniques 

An undirected graph G has no orientation which consists of a finite sets of vertices (also called nodes) and 
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edges (also called links). Two nodes u and v are said to be adjacent to each other if they have an edge 

connecting the two vertices. The neighbourhood of u is the collection of all nodes that are adjacent to u. The 

number of edges at a vertex v is its degree with v as one of their endpoints. A directed graph is a graph where 

each path has a direction. If no path links a node to itself, then the graph is called loop-free. An adjacency 

matrix of a graph G, is a matrix A, when aij = 1 if (i, j) א E and aij = 0 or else. For any undirected graph, the 

adjacency matrix of is symmetric. A finite alternating pattern of nodes and edges is called walk that starts and 

ends with nodes.  In a walk, no edges present more than once.” Deo (2002) stated that if a walk exists between 

each pair of its nodes then the graph is connected. 

1.1 Centrality measures  

The centrality of a vertex in a network reflects the relative significance of a vertex inside the network (Zhang, 

2016, 2018, 2023). A centrality measure is a function f(v) where v V  is a vertex of a given network, and  

f(v) is a real value. The four most frequently used centrality measurements are discussed in the following.  

1.1.1 Degree of centrality 

The degree of centrality cd (u), is the simplest basic centrality of the vertex (u) and defined as the number of 

vertices that are directly connected to vertex u (Bonacich, 1972; Zhang, 2016, 2018, 2023). It is 

mathematically defined as: 

cd (u)= deg(u) 

 

Degree of centrality indicates the immediate importance or relative risk of the vertex in the corresponding 

network. However in real world problem the degree of centrality is not a reliable indicator for finding 

importance or risk of a vertex. An important node may have indirect connection with other vertex. 

1.1.2 Eigenvector centrality 

Eigenvector is another important centrality (Bonacich, 1972). The eigenvector is det(A-I) = 0 for square matrix 

A, where I represents the identity matrix which is same order as A. In the associated network, the highest value 

of the eigenvector in the adjacency matrix is the eigenvector centrality. The matrix-vector notation is shown as 

below 

λX=AX 

 

The Eigenvector centrality may give the contribution of the vertices in respect of the neighbours and 

neighbours of neighbours, and so on. 

1.1.3 Closeness centrality 

Closeness centrality refers to a vertex's near to all other vertices, not just its immediate neighbours, but also on 

a global scale (Freeman, 1978; Zhang, 2016, 2018, 2023). When a vertex is central, it is in close proximity to 

all remaining vertices. If a vertex is adjacent to other vertices, it will be able to interact with them fast. It is 

mathematically defined as: 

Ccl (u) = 





Vv

vud

n

),(

)1(
 

Here, n represent number of nodes inside the network and d(u,v) represent between the nodes u and v, the 

shortest path distance.  

1.1.4 Betweenness centrality 

Betweenness centrality refers to the process of determining which vertices in a network pass the most 

information flow (Zhang, 2016, 2018, 2023). The betweenness centrality between two non-adjacent vertices is 
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controlled by the other vertex. How many shortest paths are passing through a vertex u is its betweenness 

centrality (Freeman, 1978). It is mathematically defined as: 

                                Cbtw(u) = 
( )

st

s u V t u V st

u
   

   

where σst denotes the number of shortest pathways between vertex s and vertex t, and σst(u) denotes the 

shortest paths between s and t that pass through u. An important vertex or node will be connected to other 

nodes in the network through a large number of paths. We can manage the network's information from this 

node. Without these nodes, two neighbors would not be able to communicate with one another. 

1.2 Eccentricity 

The eccentricity of a vertex v in a network is calculated by computing the shortest path distance between v to 

all other vertices in a network. Then the value of the longest shortest path is called eccentricity of a vertex in a 

network. If the length of a vertex v to any node w is dist (v, w), then the eccentricity Ce( v ) of a node v א V is 

defined as:  

ሻݒሺܥ ൌ maxሼ݀݅ݐݏ ሺݒ, |ሻݓ ݓ  א ܸሽ 

 

1.3 Clustering coefficient 

In graph theory, a clustering coefficient is a measure of the degree to which nodes in a graph tend to cluster 

together. The Clustering coefficient of a vertex is high that represents strong relationship in between 

neighbouring vertices. The clustering coefficient Ci of a vertex ‘i’ is the ratio between the total number (ei) of 

links that are connected to nearest neighbours and the total number of all possible links to neighbouring 

vertices.  

Here, the total number of links (ei) which connecting its nearest neighbours ei = 
ሺିଵሻ

ଶ
, where Ki is the 

degree of node ‘i’. It is given by Ci =  
ଶ

ሺିଵሻ
 where 0 1iC   . Nodes with less than two neighbors are 

assumed to have a clustering coefficient of 0. 

 

2 Bond Energy of Amino Acids 

Bond energy can be defined as gross amount of energy needed to break one mole of a specific bond. The bond 

energy of amino acids depends on the type of bond and the amino acid. The following tables of bond energy 

values are calculated using Gaussian software. Amino acids are distinguished by the attached functional group 

R. The difference of the bond energies between any two amino acids are calculated and shown in the Table 1.  

 

Table 1 Distance between pair of amino acids based on bond energy. 
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There are 210 data in above distance matrix because it is symmetric. We generate an amino acids network 

residue using this data. When we have looked the mean value of the 210 dataset and get 45.31 as threshold 

value. We consider this mean value (i.e., 45.31) as a cutoff level to indicate the link between different amino 

acids because mean denotes that data points tend to cluster around it.  

 

3 Method 

In this part, we create an amino acids network based on bond energy. We proposed an algorithm to create a 

network from the above table 1. As threshold value is set to 45.31 then if the distance between two amino 

acids is less than or equal to (≤ ) 45.31, then they are connected by an edge otherwise no edge between them. 

Symbols and notations used here are as follows: 

 

Symbols Description 

Ai Amino acids in row 

where i,  goes to 1->20 

Aj Amino acids in column 

where j goes to 1->20 

Thr Threshold value(mean value) 

E(Aij) An edge between two amino acids 

AG Amino acid graph 

 

Algorithm for construction of amino acid network is 

 

Algorithm-1 Construction of Amino acids network based on bond energy: 
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  Output of the algorithm: the network of amino acid as shown below: 
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Fig. 1 Amino acid network based on bond energy. 

 

 

The corresponding adjacency matrix of the network is given below: 

 

 

 

 

4 Analysis of Network of Amino Acids 

This section gives the analysis of amino acid network by using the following network parameters. Based on 

bond energy of 20 essencial amino acids, we built a network. Now we are going to analyze this network using 

some graph mining techniques as follows: 

4.1 Centrality measures  

Different centrality (Fig. 1) such as degree, closeness, betweenness and eigenvector centralities are calculated 

to analyzed the amino acid network using python programming language are shown in the following Table 2. 
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Table 2 Various amino acids' centrality scores. 

Amino 

Acid 

Degree 

Centrality (Cd) 

Closeness 

centrality (Ccl) 

Betweenness 

centrality (Cbwt) 

Eigenvector 

centrality (Ce) 

G 2 0.380 0.000 0.022 

A 5 0.475 0.018 0.083 

S 10 0.575 0.089 0.189 

V 13 0.703 0.042 0.272 

T 13 0.703 0.042 0.272 

P 11 0.655 0.023 0.232 

L 13 0.730 0.023 0.282 

M 13 0.730 0.043 0.268 

I 13 0.730 0.023 0.282 

C 12 0.678 0.010 0.266 

N 12 0.730 0.023 0.282 

Q 14 0.760 0.060 0.286 

K 14 0.760 0.060 0.286 

D 13 0.730 0.023 0.263 

E 12 0.730 0.043 0.248 

H 11 0.655 0.080 0.208 

F 7 0.542 0.014 0.122 

R 8 0.558 0.103 0.123 

Y 4 0.441 0.010 0.039 

W 2 0.372 0.000 0.013 

 

 

From the above Table 2, the centrality measures of amino acids are mentioned as first column shows 

degree centrality, here we observed that Q and K, has highest score. Like degree centrality, closeness centrality, 

and eigenvector centrality have same results, whereas R has the highest score betweenness centrality measures. 

The plots for degree, closeness, betweenness and eigenvector centrality measures in the following Fig. 2. 

The number of residues of amino acids that are probably near to an amino acids predecessors or successors, 

say X, is determined by its degree of centrality. In particular, the amino acid residue G has 2 degree of 

centrality. As a result, in the evolutionary process, G is most likely the immediate predecessor or successor of 

two different amino acids viz., A and S. 

The eigenvector centrality of a vertex is high if it has several neighbours and/or significant neighbours. The 

connectivity of a vertex depends on, neighbour's and their neighbours’s of neighbour's so on (Chakrabarty and 

Parekh, 2014) which give the eigenvector value. The amino acids Q and K have the highest eigenvector 

centrality so the contribution of these amino acids in neighbours and their neighbours' of neighbours in the 
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progress of evolution is high.  

In the network of amino acid, the greater value of the closeness centrality implies that it is smoothly 

interacts with several other residues of amino acids throughout the evolution; which may or may not be 

immediate predecessors or successors. In Table1, amino acids residue K and G have the closeness centrality 

value 0.760 and 0.380 respectively where K has the higher score than G. As a result, we can conclude that K 

is easily communicated than G when it comes to the evolutionary process. 

The greater betweenness centrality value of amino acids indicates that through the evolutionary process, 

more pairings of amino acid residues are connected. From Table 2, we observed that the betweenness 

centrality value of amino acid residues R and S have 0.103 and 0.089 respectively. These values indicate that 

amino acids R and S have more pairings of amino acid in the evolutionary of amino acids than other residues 

in this particular network.  

 

 

 

Fig. 2 Bar diagram for centrality measures.  

 

 

4.2 Correlation coefficient between different centralities 

Here, we compare various centralities which have been studied in earlier part. For that, we studied bivariate 

correlation between several measures of centrality. The most crucial characteristic when studying assortative 

network or disassortative network is correlation. “If the nodes with a higher degree of connectivity have a 

tendency to link with other nodes with a high degree of connectivity, then the network is called assortative 

network. If high-degree nodes have a tendency to link with low-degree nodes, the network is said to be 

disassortative network” (Newman, 2002). In Table 3, shows correlation coefficients (r) for different centrality 

measures. The value of r in between +1 and -1. If the value of r is positive (r > 0), then that network is called 

assortative network and if the value of r is negative (r < 0), then that network is called disassortative network. 
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Table 3 Correlation coefficients for different centrality measures. 

 Cd Ccl Cbwt Cλ 

Cd 1 0.991 0.377 0.992 

Ccl 0.991 1 0.324 0.985 

Cbwt 0.377 0.324 1 0.286 

Cλ 0.992 0.985 0.286 1 

 

 

The degree of centrality (Cd), closeness centrality (Ccl) and eigenvector centrality (Cλ) are all highly 

correlated; on the other hand betweenness centrality (Cbwt) is not highly correlated with any of the other 

measures as seen in Table 3. The information transferred can be easier in an assortative network than through a 

disassortative network (Newman, 2002). The correlation coefficient is positive (r>0) hence the network is 

assortative in nature, as a result flow of evolutionary information will be easy. 

4.3 Eccentricity and clustering coefficient  

In this part we have discussed two important network parameters; namely eccentricity, clustering coefficient 

which also play a vital role in information flow. The measure of eccentricity in the network gives how 

accessible a vertex from other vertices. For biological networks, eccentricity with lower value gives more 

significant than higher one and it presume a positive meaning in term of node proximity. If the eccentricity of the 

node v is low, this means that all other nodes in the network are nearby (Scardoni and Laudanna, 2012). In 

contrast, if the eccentricity is high, it means that there is at least one node (and all its neighbors) that is far from 

node v. Thus, eccentricity is a more meaningful parameter when the behaviour of the graph is analyzed. 

An amino acid is functionally accessed by all other amino acids in the network can be used to determine a 

node's eccentricity in that particular network, such as an amino acid network. Therefore, the activity of 

neighbouring amino acids will have direct effect on an amino acid with a low eccentricity in this network. On 

the other hand, a high eccentricity may affect a minimal functional importance. The eccentricities of all the 

amino acids have been calculated by using python language and shown in Table 4. 

 

 

Table 4 Eccentricity of the amino acids. 

E D M K W N I L Q V A T C R P F Y S G H 

3 3 3 3 5 3 3 3 3 3 4 3 3 4 3 4 4 4 5 3 

 

 

From Table 4 the average eccentricity value is 3.45, and then the hydrophilic amino acids R and S and the 

hydrophobic amino acids W, A, F, Y and G have higher eccentricities than the average eccentricity value, 

whereas W and G have the highest eccentricity value among all the amino acids in the table. Therefore amino 

acids W and G spread evolutionary information slower than the remaining eighteen amino acids.  

Further, the center of a network is the collection of nodes whose eccentricity equals the radius, and the 

radius of a network is the least eccentricity over all of its nodes. Thus we can see from the aforementioned 

eccentricity value in Table 4 that amino acids E, D, M, K, N, I, L, Q, V, T, C, P and H represent the network's 

center as they have approximately equal to radius. So we conclude these amino acids in the center of a network 

have more capable to carry evolutionary information.  
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For a vertex the clustering coefficient quantifies how densely connected a network is around a particular 

node. High clustering coefficient of a vertex represents strong relationship in between neighbouring nodes. 

That means a node represents more number of connection among its neighbours. The clustering coefficient of 

a node gives a larger effect on the network (Dhriti and Sudip, 2012) as its high value indicates that the 

information flow is decreases. Again the clustering coefficient of a network is defined as the average value of 

the clustering coefficient of vertices in the network. In Table 5 we have shown clustering coefficients of all the 

amino acids by using python language. 

 

Table 5 Clustering coefficient of 20 amino acids. 

E D M K W N I L Q V A T C R P F Y S G H 

0.7

7 

0.8

6 

0.7

6 

0.7

4 

1 0.8

4 

0.8

4 

0.8

4 

0.7

4 

0.7

9 

0.

7 

0.7

9 

0.8

9 

0.6

4 

0.8

3 

0.8

0 

0.6

6 

0.7

1 

1 0.6

9 

 

 

We observed from the above mentioned Table 5 that the amino acid W (Tryptophan) and G (Glycine) have 

highest coefficient viz., 1. The clustering coefficient of the whole network is 0.79. Hence we can conclude that 

W and G flow of evolutionary process is relatively slower in comparison to the whole network. Also from 

betweenness centrality we got the value of W and G is zero which means there is no shortest path passing 

through it.  

 

5 Conclusion 

Based on the bond energy of the amino acids, we have explored the evolutionary process of amino acids in this 

work. The graphical structure of the amino acids, we have equipped the amino acids by defining a 

compatibility relation based on bond energy matrix of the amino acids. As we noticed via our analysis of 

several centrality measures hydrophilic amino acids Q and K have the highest centrality values among all the 

other centrality measures, with the exception of betweenness centrality. If we see the betweenness centrality 

hydrophilic amino acid S has highest centrality value. Thus, we can draw conclusion that the hydrophilic 

amino acids Q, K, and hydrophilic amino acid S plays a key role in the evolutionary process of amino acids. 

Next we analyze the correlation coefficients of the different centrality measures of amino acids and as a 

result, it is observed that all centrality measures are highly correlated except betweenness centrality (Cbwt). 

There betweenness centrality is independent of the other centrality measures so needs to be explored 

separately.  

Further from the center and eccentricity of the amino acids network ,we have observe that amino acids W 

& G is not at the center of the network so evolutionary information spread is relatively slower than all other 

amino acids. When we extract that the amino acids W and G have high clustering coefficient value, then we 

may conclude that in the neighbourhood of W and G flow of evolutionary process is relatively slow in 

comparison to the whole network.  

Finally, from eccentricity and clustering coefficient values of the amino acid network, we can conclude 

that at center (E, D, M, K, N, I, L, Q, V, T, C, P, H) evolutionary process is faster in comparison to the whole 

network.  

From the above discussion we have done extensive analysis of amino acid network at different centrality 

measures as well as network parameters base on bond energy. We have also suggested an algorithm and give 

an analysis framework which will give a theoretical significance only. This network can be construct by using 

random connection of different amino acids, by weighted network and also can be construct hydrophobic as 
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well as hydrophilic amino acids network etc. Further, it can be study how the crucial amino acids based on 

different centrality measures and network parameters are change as the protein structure shift from folded to 

unfolded state.  
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